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Abstract

:

By moving a commercial 2D LiDAR, 3D maps of the environment can be built, based on the data of a 2D LiDAR and its movements. Compared to a commercial 3D LiDAR, a moving 2D LiDAR is more economical. A series of problems need to be solved in order for a moving 2D LiDAR to perform better, among them, improving accuracy and real-time performance. In order to solve these problems, estimating the movements of a 2D LiDAR, and identifying and removing moving objects in the environment, are issues that should be studied. More specifically, calibrating the installation error between the 2D LiDAR and the moving unit, the movement estimation of the moving unit, and identifying moving objects at low scanning frequencies, are involved. As actual applications are mostly dynamic, and in these applications, a moving 2D LiDAR moves between multiple moving objects, we believe that, for a moving 2D LiDAR, how to accurately construct 3D maps in dynamic environments will be an important future research topic. Moreover, how to deal with moving objects in a dynamic environment via a moving 2D LiDAR has not been solved by previous research.
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1. Introduction


Three-dimensional (3D) laser scanning technology, an advanced surveying and mapping method, has obvious advantages compared to traditional techniques. It combines high efficiency with data quality and accuracy. As the core sensor of 3D laser scanning technology, 3D LiDAR is widely used in many applications, such as terrain survey [1], architectural surveying and mapping [2], automatic driving [3], forest monitoring [4], and plant analysis [5].



However, for the moment, 3D LiDAR is generally expensive and is not consumer-grade yet. In comparison, 2D LiDAR is much more economical, and some 2D LiDARs are already consumer-grade [6]. As two major categories of commercial LiDAR, the differences between 2D LiDAR and 3D LiDAR are as follows: a 2D LiDAR is more economical than a 3D LiDAR, but it obtains less information, and it can only build 2D maps of the environment. On the other hand, a 3D LiDAR can build 3D maps of the environment; however, it is far more expensive than 2D LiDAR. Figure 1 shows a comparison of the maps built by a 2D LiDAR and a 3D LiDAR, respectively. We investigated some commonly used commercial 2D LiDARs and 3D LiDARs; their manufacturers, models, performances, prices, and application fields are listed in Table A1 of Appendix A to provide readers with a more detailed understanding of them.



By moving a commercial 2D LiDAR, 3D maps of the environment can be built based on the data of the 2D LiDAR and its movement [8,9,10,11]. Compared with a commercial 3D LiDAR, a moving 2D LiDAR is more economical, while its measurement performance is far inferior to that of the former. For applications that do not require excess measurement performance and require strict cost control (such as the 3D perception of the environment by a commercial home service robot), a moving 2D LiDAR may be useful. From this perspective, a moving 2D LiDAR is necessary and research-worthy.



It must be emphasized that a moving 2D LiDAR cannot completely replace a 3D LiDAR. In some applications, with high requirements on real-time performance and measurement ranges, such as automatic driving, a 3D LiDAR with better real-time performance and a longer measurement range is required, while a moving 2D LiDAR is not adequate. However, in other applications, such as the 3D mapping and navigation of an indoor robot, a moving 2D LiDAR can do the job. In these applications, a moving 2D LiDAR can partially replace a 3D LiDAR and provide a new choice for developers and engineers, which can reduce the costs, while the basic functions of 3D mapping are ensured.



In addition, a moving 2D LiDAR has the advantages of a flexible field of view and angular resolution. The field of view and angular resolution of a moving 2D LiDAR depend on the movement of the 2D LiDAR. Customizing scan parameters by moving LiDAR is not unique to 2D LiDAR. In [11,12,13,14,15,16,17,18,19], since the field of view and angular resolution of some 3D LiDARs are not suitable, researchers obtained the field of view and angular resolutions they wanted by moving these LiDARs.



Although low-cost 3D laser scanning technology based on a moving 2D LiDAR is needed in some applications, as far as we know, survey in this research field is relatively unexplored. In view of this, in this paper, we present our survey of low-cost 3D laser scanning technology.



At present, there are problems in the application of a moving 2D LiDAR. First, there is the problem of accuracy, primarily due to the error of the 2D LiDAR movement estimation. Specifically, this error may originate from the installation error between the 2D LiDAR and the moving unit [10,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35], or it may originate from the inaccurate movement estimation of the moving unit [36,37,38,39,40,41].



Second, the real-time performance of a moving 2D LiDAR is poor (generally, its 3D scanning frequency is lower than 1 Hz), which makes it difficult to be utilized in applications that require real-time performance. Therefore, when there are moving objects in the environment, a moving 2D LiDAR is not likely to capture their shapes. Therefore, for a moving 2D LiDAR, the recognition and removal of moving objects is a problem that needs to be solved [42,43]. For a commercialized 3D LiDAR, the process of moving objects is simple and mature [44,45,46,47], but for a moving 2D LiDAR, the process of moving objects is much more difficult and relatively unexplored, because the shape of a moving object is difficult to be accurately captured by a moving 2D LiDAR.



In addition to the above two core issues, namely accuracy and real-time performance, for a moving 2D LiDAR, there are some other research topics. For example, the density distribution of the 3D point cloud collected by a moving 2D LiDAR [48,49,50,51,52,53], the fusion of a moving 2D LiDAR and 2D SLAM [54,55,56,57], the detection of obstacles in front of the vehicle or road edge by a push-broom 2D LiDAR [58,59,60,61], and the fusion of a moving 2D LiDAR and camera [62,63,64,65,66,67], etc.



Moreover, due to the diversity of prototypes (in essence, it is the diversity of the ways to move 2D LiDARs) [16,20,36,37,38,48,50,51,52,53,68,69,70,71,72,73,74,75,76,77,78,79,80,81], for each category of prototype, the specific sub-topics corresponding to the above research topics may be different. In our paper, these sub-topics are classified and discussed.



The rest of this paper is structured as follows: Section 2 describes the overview of the principle of a moving 2D LiDAR. We classify a moving 2D LiDAR by the movement of the 2D LiDAR in Section 3. In Section 4, we present the problems that need to be solved in the application of a moving 2D LiDAR. In Section 5, we clarify a few issues. Finally, we present the conclusions in Section 6.



The notations used throughout this paper are listed in Table A2, which is in Appendix B.




2. Overview of Principles


We begin the discussion of a moving 2D LiDAR by analyzing its principles. Here, the widely used TOF (Time of Flight) LiDAR is taken as an example. When a TOF LiDAR is working, the emitter in it emits laser beams. The laser beams are reflected after encountering objects and are received by the receiver of the LiDAR. The TOF LiDAR calculates the distance of an observed object by the time difference between the point in time when a laser beam is emitted, and the point in time when a laser beam returns after reflection.



In Figure 2, a TOF 2D LiDAR collects two sets of data at positions 1 and 2 in a room, respectively. At each position, in the fan-shaped scanning area of the 2D LiDAR, its emitter emits a certain number of laser beams, some of which shoot out of the door or window of the room, and do not reflect back. The remaining light beams encounter the objects or walls in the room, and reflect back. Those laser beams are received by the receiver of the 2D LiDAR, from which sampling points can be calculated.



The principle of a moving 2D LiDAR can be briefly summarized in one sentence, which is, 2D LiDAR collects sampling points at different positions, and these sampling points are converted to a global world coordinate frame. This process involves the conversion of the 3D coordinates of the sampling point between different coordinate frames. Here, we define three coordinate frames, namely, the coordinate frame of the 2D LiDAR (at position 1), which is denoted as L-XLYLZL; the coordinate frame of the 2D LiDAR at another position (position 2), which is denoted as L′-XL′YL′ZL′; the world coordinate frame W-XWYWZW, as shown in Figure 2.



The definition of the 2D LiDAR coordinate frame L-XLYLZL is as follows: the original point L of this coordinate frame is the center of the 2D LiDAR scanning sector. The plane YLLZL is a coplanar with the scanning sector. The axis ZL is the middle line of the scanning sector, and the axis XL is perpendicular to the scanning sector. The position of coordinate frame L relative to the 2D LiDAR is fixed, but its position relative to the room is not fixed, because the 2D LiDAR is moving in the room.



The definition of the coordinate frame L′-XL′YL′ZL′ is similar to the definition of coordinate frame L-XLYLZL. The only difference is that the position of the coordinate frame L′-XL′YL′ZL′ relative to the coordinate frame L-XLYLZL has been changed, for the position of the 2D LiDAR has been changed.



The coordinate frame W-XWYWZW is the global world coordinate frame. Compared with the coordinate frame L-XLYLZL and the coordinate frame L′-XL′YL′ZL′ whose positions are not fixed, the coordinate frame W-XWYWZW is fixed relative to the room. The 3D coordinates of the sampling points collected by the 2D LiDAR at different positions are converted to the coordinate frame W-XWYWZW. In this way, a 3D point cloud that shows the outline of the room can be built.



The raw data collected by a 2D LiDAR contain ranging data and azimuth angles. The ranging data and azimuth angle of point p in Figure 2 are denoted as r and θ, respectively. The coordinate of point p relative to coordinate frame L is denoted as pL, it can be calculated as follows:


   p L  = r    [     0    − c ( θ )     − s ( θ )      ]   T   



(1)




where c(·) and s(·) are cos and sin, respectively.



Next, point pL in coordinate frame L is converted to the corresponding point pW in coordinate frame W


   p W  =  R L W   p L  +  T L W   



(2)




where    R L W    and    T L W    are the rotation matrix and the translation vector from coordinate frame L to coordinate frame W, respectively.



In this way, the 3D coordinates of the sampling point p relative to the world coordinate frame W can be calculated. For the sampling points of the 2D LiDAR at different positions, methods similar to (1) and (2) can be used to calculate their 3D coordinates, relative to the world coordinate frame W—that is, the first step is to calculate the coordinates of the sampling points relative to the 2D LiDAR coordinate frame, according to the raw data of a 2D LiDAR. The second step is to calculate the coordinates of the sampling points relative to the world coordinate frame by space rigid body transformations.



According to the above principle, in order to ensure the accuracy of the 3D point cloud built by a moving 2D LiDAR, first, the raw data of the 2D LiDAR should be accurate (this depends on the accuracy of the 2D LiDAR), so that the coordinates of the sampling points relative to the 2D LiDAR coordinate frame can be accurately calculated by Equation (1).



Second, the parameters of the space rigid body transformation between the 2D LiDAR coordinate frame and the world coordinate frame need to be accurately known, so that the coordinates of the sampling point relative to the world coordinate frame can be accurately calculated by Equation (2). If the space rigid body transformation parameters are not accurate, the 3D point cloud will be distorted. The research on this issue is important for the improvement of the accuracy of the 3D point cloud built by a moving 2D LiDAR. We will discuss it more in the following sections.



From the above, we can see that there are two factors that determine the accuracy of a moving 2D LiDAR. First, the accuracy of the 2D LiDAR used. Second, the accuracy of the estimation of the movement of the 2D LiDAR.



At present, there is no method to significantly improve the accuracy of 2D LiDAR for researchers—this is the job of the manufacturers. Therefore, to improve the accuracy of a moving 2D LiDAR, we seek to improve the accuracy of the estimation of the movement of 2D LiDAR as much as possible. In the following, some specific topics that need to be studied in order to accurately estimate the movement of 2D LiDAR will be listed and discussed.



We believe that the ideal situation is that the measurement accuracy of a moving 2D LiDAR is consistent with the accuracy of the used 2D LiDAR, because the movement estimation of the 2D LiDAR is accurate enough so that the measurement accuracy of a moving 2D LiDAR will not be affected by it. According to Table A1, the accuracy level of most 2D LiDARs is centimeter-level. In our opinion, for a moving 2D LiDAR (especially for a rotating 2D LiDAR or a pitching 2D LiDAR, for them, the estimation of the movement of the 2D LiDAR is relatively simple and mature), it is feasible to control the systematic error within ±50 mm, which is slightly larger than the systematic errors of most 2D LiDARs in Table A1.




3. Classification of the Prototypes


From a perspective of engineering, a moving 2D LiDAR can be built in many ways. In this section, we classify a moving 2D LiDAR by the most intuitive way, that is, the movement of 2D LiDAR.



For a moving 2D LiDAR, there are three common ways to move the 2D LiDAR, namely rotation, pitching, and push-broom. There is also literature on pitching as nodding [20,38,68]. In our paper, it is collectively referred to as pitching.



In addition to these three categories, there are other categories. We listed our classification in Table 1. Next, we will discuss these categories in detail one-by-one.



3.1. A Rotating 2D LiDAR and a Pitching 2D LiDAR


There are some similarities between a rotating 2D LiDAR and a pitching 2D LiDAR. For both of them, 2D LiDAR is rotated by a motor. The motor changes the attitude of the 2D LiDAR, and, at the same time, another motor inside the 2D LiDAR rotates the emitter, which can emit the laser beam. In this way, the emitter can emit the laser beam into 3D space, and the scanning area of the 2D LiDAR is no longer limited to a 2D plane. There are two rotation axes involved here, one of which is the axis of rotation of the 2D LiDAR, the other is the axis of rotation of the emitter inside the 2D LiDAR.



A rotating 2D LiDAR and a pitching 2D LiDAR are similar in principle. For both of them, the data collected by the 2D LiDAR and the angle position of the motor shaft are combined to calculate the 3D coordinates of the sampling points. According to the general principle of a moving 2D LiDAR analyzed in Section 2, for a rotating 2D LiDAR and a pitching 2D LiDAR, the    T L W    in Equation (2) is a zero vector, and    R L W    is the rotation matrix calculated according to the angle position of the motor shaft. The angle position of the motor shaft mentioned here is relative to the initial angle position. The initial angle position of the motor shaft should be recognized as a reference. In order to define the initial angle position of the motor shaft, an absolute encoder or a photoelectric switch is required.



There are some points that need to be noted for both a rotating 2D LiDAR and a pitching 2D LiDAR: the optical center of the 2D LiDAR must coincide with its rotation axis, this depends on the mechanical accuracy; the ranging data of 2D LiDAR must be synchronized with its rotation/pitch angle, the accuracy of synchronization determines the accuracy of the rotation matrix    R L W   . In addition, the mechanical structure that rotate/pitch the 2D LiDAR should not obstruct the field of view of the 2D LiDAR [69].



The main difference between a rotating 2D LiDAR and a pitching 2D LiDAR is that the rotation axis of a rotating 2D LiDAR coincides with the middle line of the scanning sector, while the rotation axis of a pitching 2D LiDAR is perpendicular to the middle line of the scanning sector and is coplanar with the scanning sector. The rotation angle of a rotating 2D LiDAR should to be no less than 180°, otherwise there will be blind areas in the field of view, while the rotation angle of a pitching 2D LiDAR can be flexibly adjusted according to the need of the field of view, as shown in Figure 3. From this point of view, a pitching 2D LiDAR can scan the front area faster than a rotating 2D LiDAR, and is thus more suitable for the area monitoring of mobile robots [69]. As mentioned in [20], for a rotating 2D LiDAR, when the 2D LiDAR is rotated around an axis parallel to the observation direction, it is suitable for environments such as tunnels or corridors. For a pitching 2D LiDAR, when the 2D LiDAR is rotated around an axis perpendicular to the observation direction, it is suitable for general ground robot applications, because in such applications, dense 3D point clouds that can show the terrain ahead are required.



In actual applications, whether a rotating 2D LiDAR or a pitching 2D LiDAR, the attitude of the rotation axis of the 2D LiDAR is very important. For indoor mobile robots, some of its obstacles are objects with relatively small sizes in the horizontal direction and relatively large sizes in the vertical direction, such as human bodies, pillars, or table legs. In order to avoid the missed detection of these obstacles, the axis of rotation should be horizontal rather than vertical, that is, it should be like (a) and (b) in Figure 4, rather than (c) and (d). In order to increase the scanning speed, the angular resolution of the motor rotation is often lower than the angular resolution of the scanning sector of a 2D LiDAR, so when the rotation axis is horizontal rather than vertical, the missed detection of the above-mentioned obstacles may be more likely to be avoided. Figure 5 shows the prototypes in [20,38,48,68,69].




3.2. A Push-Broom 2D LiDAR


Compared with a rotating 2D LiDAR and a pitching 2D LiDAR, the main feature of a push-broom 2D LiDAR is that there is no relative movement between the 2D LiDAR and the mobile platform on which it is carried, the 2D LiDAR is fixedly assembled on the mobile platform. The mobile platform mentioned here may be a vehicle [36,37,70,71], a backpack [16,72,73], a handheld pole [74,75], or a UAV (unmanned aerial vehicle) [76,77], as shown in Figure 6.



Since there is no relative movement between the 2D LiDAR and the mobile platform carrying it, in order to make the scanning range of the 2D LiDAR no longer limited to a plane, to build the 3D point cloud data of the environment, the mobile platform on which the 2D LiDAR is mounted should move relative to the environment. The principle of a push-broom 2D LiDAR is to build a 3D point cloud by combining the data of the 2D LiDAR and the position and attitude of the mobile platform. Therefore, in order to build a 3D map accurately, the movement of the mobile platform should be accurately known. In Section 2, we came to the conclusion that, for a moving 2D LiDAR, the space rigid body transformation parameters between the 2D LiDAR coordinate frame and the world coordinate frame (that is, the rotation matrix    R L W    and the translation vector    T L W   ) should be accurately known, so that the coordinates of the sampling points relative to the world coordinate frame can be accurately calculated by Equation (2). For a push-broom 2D LiDAR,    R L W    and    T L W    are determined by the movement of the mobile platform and the mechanical installation position of the 2D LiDAR on the mobile platform.




3.3. Other Categories


In addition to the three common categories of a rotating 2D LiDAR, a pitching 2D LiDAR and a push-broom 2D LiDAR mentioned above, other categories can be found in some literatures.



3.3.1. An Irregularly Rotating 2D LiDAR


In [78], a 2D LiDAR is employed for 3D mapping of a tethered robot in steep terrain. The 2D LiDAR is fixedly mounted on the cable drum of the robot, when the cable drum is rotated by the motor, the 2D LiDAR is rotated too, and the position of the robot on the cliff changes accordingly. In this way, 2D LiDAR can be utilized to build 3D point cloud at different positions of the cliff.



The above-mentioned solution is somewhat similar to a rotating 2D LiDAR. The main differences are as follows: (1) the rotation of the 2D LiDAR is non-periodic and irregular, while for a rotating 2D LiDAR described in Section 3.1, the rotation of the 2D LiDAR is periodic and regular. (2) The rotation axis of the 2D LiDAR does not coincide with the middle line of the scanning sector, because the 2D LiDAR is installed obliquely on the cable drum. For a rotating 2D LiDAR, the rotation axis of the 2D LiDAR generally coincides with the centerline of the scanning sector.



In [79], the 2D LiDAR also rotates irregularly, and is carried by a UAV for aerial mapping. The 2D LiDAR is not rotated by a motor; it is rotated by the airflow generated by the four propellers of the UAV. The airflow blows the blades fixed together with the 2D LiDAR to rotate the 2D LiDAR around an axis.



In the cases of [78,79], because the rotation of the 2D LiDAR is non-periodic and irregular, so this category of a moving 2D LiDAR can be called an irregularly rotating 2D LiDAR. Figure 7 shows the prototypes in [78,79].




3.3.2. An Obliquely Rotating 2D LiDAR


In [50,51,52,53], the 2D LiDAR is rotated periodically by a motor, unlike a rotating 2D LiDAR mentioned above, the 2D LiDAR is installed obliquely here, as the result of which, the distribution of the 3D point cloud is not a set of parallel lines, but a set of grid-like lines, as shown in Figure 8. In this way, the missed detection of obstacles can be effectively avoided, especially when the resolution of the motor rotation angle is low and the point cloud is sparse [53]. In order to distinguish it from a rotating 2D LiDAR mentioned in Section 3.1, this category can be called an obliquely rotating 2D LiDAR.



It is worth noting that, for an obliquely rotating 2D LiDAR, in order to obtain the grid-like 3D point cloud of the surrounding 360° environment, the 2D LiDAR needs to be rotated 360°. For a rotating 2D LiDAR, a 3D point cloud of the surrounding 360° environment can be built if the 2D LiDAR is rotated 180°. An obliquely rotating 2D LiDAR can also build a 3D point cloud of the surrounding 360° environment by rotating the 2D LiDAR 180°, but the distribution of the 3D point cloud is a series of oblique parallel lines, while a 360° rotation can build a grid-like 3D point cloud, as shown in Figure 8a. When a grid-like 3D point cloud is wanted, an obliquely rotating 2D LiDAR needs to rotate the 2D LiDAR 360°, as a result of this, two problems are caused. First, the degradation of the real-time performance. As the 2D LiDAR needs to be rotated for more angles, the time it takes for building a 3D point will be increased. Second, the torsion of the cable. Compared with the rotation of 180°, the rotation of 360° will cause greater torsion of the cables of the 2D LiDAR, so the cables need to be arranged reasonably. The use of a slip ring can eliminate the torsion of the cables, but it will increase the volume, weight, and cost of the prototype.




3.3.3. An Irregularly Moving 2D LiDAR


In [80,81], a handheld 3D mapping device, named Zebedee, was developed. A 2D LiDAR and an IMU (inertial measurement unit) was mounted on one end of the spring, and the other end of the spring was fixed on the handheld pole, as shown in Figure 9. When someone held Zebedee and passed through the environment to be mapped, the 2D LiDAR at the end of the spring bounced back and forth while collecting data. The movement of the 2D LiDAR was determined by many factors, such as the walking route, the bump of the walking, the stiffness of the spring, etc. Movement of the 2D LiDAR is irregular, so we call this category an irregularly moving 2D LiDAR.





3.4. Extra 1: A Moving 3D LiDAR


By moving a commercial 2D LiDAR, 3D point clouds can be built; by moving a commercial 3D LiDAR, the field of view and resolution of the 3D LiDAR can be improved. In this subsection, we extra discuss related research on a moving 3D LiDAR.



The terrestrial 3D laser scanners used for laser mapping of large-size objects [82,83] have wide field of views and they can build 3D point clouds, which are very dense, but they are usually very expensive and inconvenient to carry. The 3D LiDARs used for automatic driving [84] are relatively cheap, and their sizes and weights are more suitable for mobile platforms, but their vertical field of views and vertical resolutions are very limited [11,84]. These kinds of 3D LiDARs are designed for automatic driving, for this application, their vertical field of views and vertical resolutions are adequate. However, in some applications, dense 3D point clouds with full view are required. So, these kinds of 3D LiDARs cannot be used in these applications directly.



In some research, this problem was solved by moving a 3D LiDAR, so that a 3D LiDAR with a limited vertical field of view and vertical resolution can build a 3D point cloud with a wider vertical field of view and a higher vertical resolution.



Similar to a moving 2D LiDAR, the main ways to move a 3D LiDAR are rotation, pitching, and push-broom. The principle is also similar. A rotating 3D LiDAR and a pitching 3D LiDAR build 3D point clouds by combining the data of the 3D LiDAR and the angle position of the motor shaft. A push-broom 3D LiDAR builds 3D point clouds by combining the data of the 3D LiDAR and the position and attitude of the mobile platform. In order to make up for the deficiency of the vertical field of view and vertical resolution of the 3D LiDAR, in a push-broom 3D LiDAR, the 3D LiDAR is usually mounted obliquely rather than horizontally. Some representative application cases of a rotating 3D LiDAR, a pitching 3D LiDAR, and a push-broom 3D LiDAR are listed as follows.



In terms of a rotating 3D LiDAR and a pitching 3D LiDAR, a 16-line 3D LiDAR Velodyne VLP-16 (Puck) is rotated by a motor to build dense 3D point clouds quickly in [12]. Compared with a rotating 2D LiDAR and a pitching 2D LiDAR, it needs less time to build a 3D point cloud, for the sampling speed of a 3D LiDAR is usually much higher than that of a 2D LiDAR. In [13], a pitching 3D LiDAR is used for the autonomous navigation of an unmanned vehicle, the 3D LiDAR used in this prototype is also Velodyne VLP-16 (Puck), it is swung up and down by a servo motor. In [14], a pitching 64-line 3D LiDAR Velodyne HDL-64e is mounted on a four-wheeled robot for the 3D mapping of the underground mines. Since the 3D LiDAR used in this prototype is pretty heavy (the weight of Velodyne HDL-64e is nearly 15 kg), a worm is used to increase the motivation so that the 3D LiDAR can be swung easily. However, this complicated design will not only further increase the volume, weight and cost of the prototype, but also lead to transmission clearance. This deficiency has been mentioned at the end of this literature. In [11], a portable tilt mechanism is designed to rotate a 3D LiDAR VLP-16, in this literature the spatial distribution of the 3D point cloud is focused on. The further study of this issue is in [15]. Moreover, similar research was done in [85]; this literature also focuses on the spatial distribution of the 3D point cloud, the difference is that in this literature, a moving 2D LiDAR, rather than a moving 3D LiDAR is used. Figure 10 shows the prototypes in the above-mentioned literatures.



In terms of a push-broom 3D LiDAR, A backpack-style 3D scanning device was developed by Wang [16,17,18], it is equipped with two 16-line 3D LiDARs VLP-16, one of which is mounted horizontally, and the other is mounted obliquely, its oblique angle is 45°. The sampling points collected by these two 3D LiDARs are converted to a global world coordinate frame. This backpack-style 3D scanning device can be utilized for the global 3D mapping of a large-scale structured environment. Similarly, the prototype in [19] can also be used for the global 3D mapping of a large-scale structured environment, compared with Wang’s research, the difference is that in this prototype, a 32-line 3D LiDAR Velodyne HDL-32e is carried by a trolley, it is mounted obliquely and the angle between the 3D LiDAR and the ground is approximately 66°. Figure 11 shows the prototypes in the above-mentioned literatures.



Compared with a moving 2D LiDAR, a moving 3D LiDAR has the following features. (1) Better real-time performance. Because the sampling speed of a 3D LiDAR is generally faster than that of a 2D LiDAR, as a result of which, a dense 3D point cloud can be built by a moving 3D LiDAR in shorter time. Therefore, a moving 3D LiDAR is more suitable for applications with high real-time requirements [12]. If a moving 2D LiDAR is used, the only way to shorten the time of a 3D scan is to reduce the density of the 3D point cloud. Compared with a 3D LiDAR, a 2D LiDAR collects fewer sampling points per unit time. (2) A greater measurement ranges. Since the 3D LiDARs utilized in moving 3D LiDARs are mostly designed for automatic driving, their measurement ranges should be adequate. While 2D LiDARs are mostly designed for indoor navigation and mapping of mobile robots, their measurement ranges are generally smaller than that of 3D LiDARs. This can be seen from Table A1 in Appendix A. Therefore, the measurement range of a moving 3D LiDAR is generally greater than that of a moving 2D LiDAR. (3) The distribution of the 3D point cloud built by a moving 3D LiDAR is more complicated. The reason is that a 3D LiDAR is multi-line, while a 2D LiDAR is single-line. As mentioned in [11], adding additional degrees of freedom to a multi-beam LiDAR (that is, multi-line 3D LiDAR) will lead to the overlap of the multiple scanning beams, so the horizontal and vertical angular resolution distribution of the collected 3D point cloud is uneven. (4) The cost is higher. Although it is mentioned in [12] that, as the price of a multi-line 3D LiDAR is becoming lower and lower, adding an extra movement to a commercial 3D LiDAR may become a general solution in the near future, to collect 3D point clouds data with high resolution quickly and within a reasonable cost range. However, for now, the price of a 3D LiDAR is still much higher than that of a 2D LiDAR, and this situation is unlikely to change significantly in the next few years. Therefore, in general, a moving 3D LiDAR is far more expensive than a moving 2D LiDAR, for now and for the future.




3.5. Extra 2: DIY Low-Cost 3D LiDAR and a Rotating Mirror/Prism


A moving 2D LiDAR discussed in this paper is built by adding a movement to a commercial 2D LiDAR. Besides, in some research on low-cost 3D laser scanning technology, commercial LiDARs are not used. Instead, DIY (do-it-yourself) low-cost 3D LiDARs are built. The 3D LiDARs in these studies are fully DIY [86,87,88], or a mirror or prism is used to change the optical path of the laser beams [86,87,88,89]. Specifically, in [86], two prisms are utilized to project the laser beam in a large range in the vertical direction, as the result of which, a DIY 2D LiDAR is constructed. This DIY 2D LiDAR is rotated by a motor to collect the 3D sampling points of the environment. In [87], the emitter and receiver of the laser beams are rotated in a 2D plane; a mirror is rotated to change the optical path of the laser beams to add a scanning dimension of this prototype, allowing it to scan the environment in 3D. In [88], the emitter and receiver of the laser beams are fixedly mounted; a rotating prism is utilized to change the optical path of the laser beams in two dimensions to realize the 3D scanning function of the prototype. Similarly, in [89], a commercial 2D LiDAR is fixedly mounted, a rotating mirror is utilized to change the optical path of the laser beams. A 3D point cloud can be built according to the data of the 2D LiDAR and the rotation angle of the mirror. Figure 12 shows the prototypes in the above-mentioned literatures.



Compared with the method of adding a movement to a commercial 2D LiDAR, the method described in this subsection has greater technical difficulties. DIY LiDARs are certainly not as mature and reliable as commercial LiDARs in terms of technology, and the accuracy and stability of DIY LiDARs are not easily to be ensured. The way of changing the optical path through a mirror or a prism requires very high mechanical accuracy, while high mechanical accuracy requirement is not conducive to cost control of the prototype. In addition, stains and dust on the mirror or prism may block the propagation of the laser beam. In view of the above defects, the method described in this subsection is not the focus of our paper. In our paper, we focus on how to use commercial 2D LiDAR to build the 3D maps of the environment in low-cost. As mentioned in [69], it is a most feasible and common solution to apply a 2D LiDAR to the low-cost 3D mapping of the environment.




3.6. Discussion of the Classification of the Prototypes


Until now, we have classified a moving 2D LiDAR by the movement of the 2D LiDAR, namely (1) a rotating 2D LiDAR, (2) a pitching 2D LiDAR, (3) a push-broom 2D LiDAR. These three categories are most commonly used. Besides, there are other categories: (4) an irregularly rotating 2D LiDAR, in which the rotation of the 2D LiDAR is non-periodic and irregular. (5) An obliquely rotating 2D LiDAR, compared with a rotating 2D LiDAR, the 2D LiDAR of an obliquely rotating 2D LiDAR is installed obliquely to make the distribution of the collected 3D point cloud is grid-like, so that it is less likely to miss the obstacles. (6) An irregularly moving 2D LiDAR, in which the movement of the 2D LiDAR is irregular.



In the above six categories, the 2D LiDARs in (1), (2), (4), (5), and (6) move relative to the mobile platforms on which the prototypes are carried. For the 2D LiDAR in (3), it is fixed relative to the mobile platform, and there is no relative movement between the two.



For categories (1), (2), (4), (5), and (6), it is also necessary to distinguish two situations, that is, whether the mobile platform is moving or stationary. Unlike a camera, which can take a picture at a fast speed, for a moving 2D LiDAR, it takes a long time (usually a few seconds) to finish once 3D scan. During this period, if the mobile platform on which the prototype is carried is moved, the distortion of the collected 3D point cloud will be caused. For category 3, a 3D map of the environment can be built only when the platform is moving. If the platform is stationary, the field of view of the 2D LiDAR is limited to a plane, as the result of which, it cannot be used to build 3D point clouds of the environment.



For categories (1), (2), (4), (5), and (6), in order to eliminate the distortion of the 3D point cloud, it should be noted that the movement of the 2D LiDAR in the world coordinate frame is the superposition of two movements, one is the movement of the 2D LiDAR relative to the mobile platform, the other is the movement of the mobile platform relative to the world coordinate frame. For category 3, since the 2D LiDAR is fixed relative to the mobile platform, so there is no movement between the 2D LiDAR and the mobile platform, the movement of the 2D LiDAR in the world coordinate frame depends on the movement of the mobile platform relative to the world coordinate frame.



In Figure 13, a rotating 2D LiDAR and a push-broom 2D LiDAR are taken as examples to analyze the process of converting the sampling point p from the 2D LiDAR coordinate frame L to the world coordinate frame W. There are four kinds of coordinate frames in Figure 13, among which, the coordinate frame W is the world coordinate frame, the coordinate frame L is the coordinate frame of the 2D LiDAR, the position of its original point in the world coordinate frame represents the position of the 2D LiDAR in the world coordinate frame. These two coordinate frames are defined in Section 2 of this paper. In addition, the coordinate frame P is the coordinate frame of the prototype—that is, the coordinate frame of a rotating 2D LiDAR. The position of its original point in the world coordinate frame represents the position of the prototype in the world coordinate frame. The coordinate frame M is the coordinate frame of the mobile platform, the position of its original point in the world coordinate frame represents the position of the mobile platform in the world coordinate frame.



The raw data collected by a 2D LiDAR is the ranging data and the azimuth angle. We can calculate pL, which is the coordinate of the sampling point p relative to the coordinate frame L, by Equation (1) in Section 2 of this paper.



For a rotating 2D LiDAR, next, point pL in coordinate frame L is converted to the corresponding point pP in coordinate frame P


   p P  =  R L P   p L  +  T L P   



(3)




where    R L P    and    T L P    are the rotation matrix and the translation vector from coordinate frame L to coordinate frame P, respectively. These two parameters show the position and attitude of the 2D LiDAR relative to the prototype, depending on the rotation angle of the 2D LiDAR rotated by the motor, and the mechanical assembly position of the 2D LiDAR on the prototype.



Next, point pP in coordinate frame P is converted to the corresponding point pM in coordinate frame M


   p M  =  R P M   p P  +  T P M   



(4)




where    R P M    and    T P M    are the rotation matrix and the translation vector from coordinate frame P to coordinate frame M, respectively. These two parameters show the position and attitude of the prototype relative to the mobile platform, being dependent on the installation of the prototype on the mobile platform. Usually, these two parameters are constant and do not change with time. Because for general applications, prototypes are fixedly mounted on mobile platforms.



Next, point pM in coordinate frame M is converted to the corresponding point pW in coordinate frame W


   p W  =  R M W   p M  +  T M W   



(5)




where    R M W    and    T M W    are the rotation matrix and the translation vector from coordinate frame M to coordinate frame W, respectively. These two parameters show the position and attitude of the mobile platform relative to the world coordinate frame, depending on the movement of the mobile platform.



Until now, for a rotating 2D LiDAR, the conversion of the sampling point p from the 2D LiDAR coordinate frame L to the world coordinate frame W has been completed.



Having calculated the coordinate of the sampling point pL relative to the coordinate frame L by Equation (1) in Section 2, for a push-broom 2D LiDAR, next, we will convert point pL in coordinate frame L to the corresponding point pM in coordinate frame M


   p M  =  R L M   p L  +  T L M   



(6)




where    R L M    and    T L M    are the rotation matrix and the translation vector from coordinate frame L to coordinate frame M, respectively. These two parameters show the position and attitude of the 2D LiDAR relative to the mobile platform, depending on the installation of the 2D LiDAR on the mobile platform. Usually, these two parameters are constant and do not change with time. Because for general applications, 2D LiDARs are fixedly mounted on mobile platforms.



Next, point pM in coordinate frame M is converted to the corresponding point pW in coordinate frame W


   p W  =  R M W   p M  +  T M W   



(7)




where    R M W    and    T M W    are the rotation matrix and the translation vector from coordinate frame M to coordinate frame W, respectively. These two parameters show the position and attitude of the mobile platform relative to the world coordinate frame, depending on the movement of the mobile platform.



Until now, for a push-broom 2D LiDAR, the conversion of the sampling point p from the 2D LiDAR coordinate frame L to the world coordinate frame W has been completed.



In the conversion process of the sampling point p from the 2D LiDAR coordinate frame L to the world coordinate frame W, there are multiple space rigid body transformations. For a rotating 2D LiDAR, one space rigid body transformation is from the coordinate frame L of the 2D LiDAR to the coordinate frame P of the prototype, one is from the coordinate frame P of the prototype to the coordinate frame M of the mobile platform, another is from the coordinate frame M of the mobile platform to the world coordinate frame W. For a push-broom 2D LiDAR, one space rigid body transformation is from the coordinate frame L of the 2D LiDAR to the coordinate frame M of the mobile platform, the other is from the coordinate frame M of the mobile platform to the world coordinate frame W. The error of each space rigid body transformation will eventually lead to the error of the 3D point cloud.



Among the above space rigid body transformations, the rotation matrices and translation vectors of some space rigid body transformations do not change with time, such as    R P M    and    T P M   . The rotation matrices and translation vectors of some space rigid body transformations may vary with time. For example, for    R L P    and    T L P   , the angular position of the motor shaft is different at different time points; for    R M W    and    T M W   , the position and attitude of the mobile platform in the world coordinate frame at different time points may be different. The rotation matrices and translation vectors in Equations (3), (5), and (7) are corresponding to the time point when the sampling point p is collected by the 2D LiDAR.



Through the above analysis, it can be known that, in order to accurately calculate the coordinates of the sampling points of a moving 2D LiDAR relative to the world coordinate frame, it is necessary to know the space rigid body transformation parameters of each sampling point from the 2D LiDAR coordinate frame L to the world coordinate frame W accurately in real time. From a perspective of engineering, this is difficult to realize. Therefore, there are errors in the 3D point clouds built by a moving 2D LiDAR. Many studies focus on the improvement of the accuracy. In the next section, we will discuss these studies in detail.



In addition, another factor that restricts the application of a moving 2D LiDAR is its defect in real-time performance. A discussion of research on this issue is included in the next section.





4. Problems of a Moving 2D LiDAR


For a moving 2D LiDAR, a series of problems need to be solved to enable it performs better. For the six categories of prototypes mentioned in Section 3.6 of this paper, due to the different designs of the prototypes, the specific problems that need to be solved may be different. We listed the problems of a moving 2D LiDAR in Table 2. Next, we will discuss these problems in detail one by one.



For each problem, the categories of the prototypes corresponding to it have been indicated. These problems focus on different points. Among them, the improvement of the accuracy and real-time performance are two points, which should be urgently solved.



4.1. Problem I: Accuracy


In Section 3.6 of this paper, we analyzed the space rigid body transformations between the coordinate frames of a moving 2D LiDAR. The error of each space rigid body transformation will eventually lead to the error of the 3D point cloud. In this section, the problems that may cause the loss of the accuracy of 3D point cloud are listed, each problem may cause the error of the space rigid body transformation between coordinate frames—except for problem 1.1, it corresponds to the measurement error of the 2D LiDAR.



4.1.1. Problem 1.1—For Categories 1–6: The Measurement Error of the 2D LiDAR


When it comes to the measurement error of the 2D LiDAR, some literatures specifically study the characteristics of 2D LiDAR and calibration methods. For example, in [90,91], various factors affecting the measurement accuracy of 2D LiDAR are explored, including the distance of the object which is measured, the incident angle of the laser beam, the material and surface reflectivity of the object that is measured, the environmental brightness, and etc. A mathematical model showing the error of the 2D LiDAR is proposed to calibrate it. There are two points worth noting, one of which is the time instability of the measurement data. When the 2D LiDAR is used to measure a static target, the measured value will change over time and will not stabilize until a period of time (usually about an hour). This phenomenon is called drift effect, which may be linked to the operating temperature of the 2D LiDAR. Drift effect affects the accuracy of the 2D LiDAR very slightly, for most applications of the 2D LiDAR, the error caused by the drift effect can be ignored. The other point worth noting is that there is a slight deviation of the angle range of the 2D LiDAR. Experimental tests show that the serial number of the front-most beam of the 2D LiDAR may not be consistent with the nominal value. The nominal value is the middlemost serial number, and the experimental tests show that there is a deviation between the nominal value and the true value. This will cause a slight deviation of the angle range of the 2D LiDAR.



By Equation (1) in Section 2, we can calculate the coordinates of the sampling point relative to the coordinate frame L of the 2D LiDAR, and the accuracy of the calculation depends on the measurement accuracy of the 2D LiDAR. The studies on problem 1.1 focus on the measurement accuracy of 2D LiDAR.




4.1.2. Problem 1.2—For Categories 1, 2, and 5: The Error Caused by the Motor


For the prototypes of categories (1) a rotating 2D LiDAR, (2) a pitching 2D LiDAR, and (5) an obliquely rotating 2D LiDAR, motors are needed to rotate the 2D LiDARs. Ideally, the motor shaft should have only one degree of freedom when rotating, but in actual situations, the motor shaft may have an axial or radial runout, or the rotation of the motor shaft may cause the trembling of the prototype. These are due to the lack of the performance and accuracy of the motor. Choosing a smooth-running motor when building a prototype can effectively address this problem. In addition, when a motor is set to a constant speed to rotate its shaft at a uniform speed, whether the motor shaft can rotate accurately at the specified speed under the load is also a point that needs to be considered. For example, if an excessive load is applied to a stepper motor, it will cause the stepper motor to lose steps. For the prototypes of categories (1) a rotating 2D LiDAR, (2) a pitching 2D LiDAR and (5) an obliquely rotating 2D LiDAR, this is allowed, because in these prototypes, the motors are required to rotate at a constant speed within a specific period of time. If the 2D LiDAR is heavy or the output torque of the selected motor is insufficient, the motor will be overloaded. The use of a gear reducer in the prototype (such as the prototype developed by Tatsuro Ueda et al. [49,92]) can increase the output torque, while gear transmission errors can also be caused. A harmonic reducer may be more precise, it is also more expensive. Moreover, the use of a reducer will increase the weight, volume, and cost of the prototype. In short, when selecting a motor for the prototypes of categories 1, 2 and 5, its performance in terms of smooth running and output torque should be noted.



For the prototypes of category 4) an irregularly rotating 2D LiDAR, the 2D LiDAR may not be rotated by a motor (for example, the rotation of the 2D LiDAR in [79] is driven by airflow), so it is not included in the categories of prototypes corresponding to Problem 1.2.



Problem 1.2 may decrease the accuracy of the space 3D rigid body transformation between the 2D LiDAR coordinate frame L and the prototype coordinate frame P (which corresponds to Equation (3) in Section 3.6 of this paper), this will eventually decrease the accuracy of the 3D point cloud.




4.1.3. Problem 1.3—For Categories 1, 2, 4, and 5: The Error Caused by the Assembly Inaccuracy between the 2D LiDAR and the Rotating Unit


For the prototypes of categories (1) a rotating 2D LiDAR, (2) a pitching 2D LiDAR, (4) an irregularly rotating 2D LiDAR, and (5) an obliquely rotating 2D LiDAR, caused by mechanical error, the relative position and attitude between the 2D LiDAR and the rotating unit are not exactly the same as expected (as mentioned at the end of [62]). The mechanical error can be divided into six components, among which, three are translation errors and three are rotation errors [21]. Since the manufacturing and assembly of the mechanical parts cannot be absolutely precise, mechanical error is unavoidable. In [10,20,21,22,23,24,25,26,27,28,29,30,31], calibration methods of the mechanical error have been studied.



Problem 1.3 may decrease the accuracy of the space 3D rigid body transformation between the 2D LiDAR coordinate frame L and the prototype coordinate frame P (which corresponds to Equation (3) in Section 3.6 of this paper), this will eventually decrease the accuracy of the 3D point cloud.




4.1.4. Problem 1.4—For Categories 1, 2, and 5: The Error Caused by the Synchronization Inaccuracy between the 2D LiDAR and the Rotating Unit


For the prototypes of categories (1) a rotating 2D LiDAR, (2) a pitching 2D LiDAR, and (5) an obliquely rotating 2D LiDAR, the principle of these prototypes is to build 3D point clouds by combining the data of the 2D LiDAR and the rotation angle of the motor shaft. For the accuracy of the collected 3D point cloud, the synchronization between the data of the 2D LiDAR and the rotation angle of the motor shaft should be accurate. In the 3D scanning process of the prototype, for each sampling point of the 2D LiDAR, if the angular position of the motor shaft corresponding to this point can be accurately known, the synchronization error between the 2D LiDAR and the motor shaft angle can be completely eliminated. However, in actual situations, it is difficult to achieve. Therefore, the synchronization error is unavoidable. In [22,24,48,49,52,53,62,69,92,93,94,95,96,97,98], the calibration of the synchronization between the 2D LiDAR and the motor shaft are done by using an angular position sensor (such as an encoder), while the cost of the sensor cannot be ignored. In [99], a more economical method has been proposed, and the cost of the angular position sensor can be avoided.



For the prototypes of category (4) an irregularly rotating 2D LiDAR, the 2D LiDAR may not be rotated by a motor (for example, the rotation of the 2D LiDAR in [79] is driven by airflow), so it is not included in the categories of prototypes corresponding to Problem 1.4.



Problem 1.4 will decrease the accuracy of the space 3D rigid body transformation between the 2D LiDAR coordinate frame L and the prototype coordinate frame P (which corresponds to Equation (3) in Section 3.6 of this paper), this will eventually decrease the accuracy of the 3D point cloud.




4.1.5. Problem 1.5—For Categories 1 to 6: The Error Caused by the Assembly Inaccuracy between a Moving 2D LiDAR and the Mobile Platform


According to Equations (4) and (6) of Section 3.6 in this paper, it can be recognized that the relative position and attitude between a moving 2D LiDAR and the mobile platform should be accurately known, which depend on the mechanical assembly. Assembly inaccuracy between a moving 2D LiDAR and the mobile platform will eventually lead to the error of the 3D point cloud. In addition, in order to expand the scanning field of view and improve the performance on obstacle avoidance and 3D mapping, in some applications, multiple 2D LiDARs are mounted on a mobile platform, and the sampling points collected by multiple 2D LiDARs are converted to a global world coordinate frame. Therefore, errors of the space rigid body transformations between multiple 2D LiDAR coordinate frames also need to be noted. In [32,33,34,35], calibration of the space rigid body transformations between the 2D LiDAR and the mobile platform, or between multiple 2D LiDARs are studied.




4.1.6. Problem 1.6—For Categories 1 to 6: The Error Caused by the Estimation Inaccuracy of the Movement of the Mobile Platform


For a large-scale environment, in order to extend the sensing range of a moving 2D LiDAR, a mobile platform is needed to carry the prototype to move in multiple places of the environment. According to Equations (5) and (7) of Section 3.6 in this paper, it can be known that the movement of the mobile platform in the world coordinate frame needs to be accurately known. The estimation inaccuracy of the movement of the mobile platform can cause the error of the space rigid body transformation between the coordinate frame M and the world coordinate frame W, and the accuracy of the global 3D point cloud will eventually be decreased.



Generally, the movement of the mobile platform can be obtained by GPS, IMU, vehicle-mounted odometer, etc. In order to solve the problems of the lack of GPS in some areas and the accumulated errors of IMU and vehicle-mounted odometer, the methods of obtaining or correcting the movement trajectory of the mobile platform by environmental sensing sensors have been studied emphatically. For example, Paul Newman et al. proposed a positioning method based only on 2D LiDAR in [36] to obtain the trajectory of the vehicle. In [37], the camera was used to obtain the trajectory of the vehicle to assist the 3D mapping of a push-broom 2D LiDAR.





4.2. Problem II: Real-Time Performance


For a moving 2D LiDAR, in addition to the problem on accuracy, another problem that needs to be solved urgently is its defect in real-time performance. In Section 2 of this paper, the principle of a moving 2D LiDAR has been analyzed, that is, the 2D LiDAR collects sampling points at different positions; these sampling points are converted to a global world coordinate. Through this process, a 3D point cloud of the environment can be built.



During this process, multiple frames of 2D point clouds are collected by the 2D LiDAR, and eventually they are combined into a frame of 3D point cloud, which is the result of this 3D scan. Each time a 2D LiDAR collects a frame of 2D point cloud, it takes a certain amount of time. A 3D scan of a moving 2D LiDAR requires more time, because multiple frames of 2D point clouds should be collected by 2D LiDAR during this 3D scan. When the resolution of the 3D scan of a moving 2D LiDAR is higher, the 3D point cloud is denser, the number of frames of the 2D point clouds contained is more, and the time it takes to finish this 3D scan is longer.



Limited by the current level of technology, the scanning frequency of most 2D LiDARs is not high enough, and the time required to finish a 2D scan is not short enough. As a result, it takes too long for a moving 2D LiDAR to finish a 3D scan. Take the 2D LiDAR UST-10LX produced by Hokuyo as an example. Its scanning frequency is 40 Hz [36]. If it is used to build a rotating 2D LiDAR, the time required to finish a 3D scan is a few seconds to more than ten seconds (the time needed depends on the resolution setting of the 3D point cloud). In order to shorten this time, the only way is to reduce the resolution of the 3D point cloud and make the collected 3D point cloud sparser. If the 3D point cloud is sparse enough, the time required to finish a 3D scan can be shortened within 1 second. However, this may make the collected 3D point cloud too sparse to be useful.



To solve the real-time problem of a moving 2D LiDAR from the root, the sampling speed of the 2D LiDAR should be fast enough, and the time required to finish one frame of 2D point cloud should be short enough, so that the time required for a moving 2D LiDAR to build one frame of the 3D point cloud, which contains multiple frames of 2D point clouds, can be short enough. The upgrading of the sampling speed of a commercial 2D LiDAR depends on the manufacturer. Unfortunately, in recent years, sampling speed of commercial 2D LiDARs has not been upgraded significantly. After all, for the general applications of a 2D LiDAR, its current sampling speed is sufficient. For example, a 2D LiDAR is mounted on a mobile robot horizontally, when the mobile robot moves, the 2D LiDAR can collect the 2D maps of the environment, and the accuracy of the 2D maps can be considered not affected by the movement of the mobile robot. The reason is simple, taking the movement of the mobile robot as a reference, the time required to finish a frame of 2D map is very short. At the time points when the scan of a frame of 2D map starts and ends, the position and attitude of the mobile robot are virtually unchanged.



However, if a rotating 2D LiDAR is mounted on a mobile robot rather than a 2D LiDAR, the situation is different. Taking the movement of the mobile robot as a reference, the time required for a frame of 3D map is so long that the position and attitude of the mobile robot may change significantly at the time points when the scan of a frame of 3D map starts and ends. This makes the accuracy of the 3D map can be influenced by the movement of the mobile robot. This problem is caused by the lack of real-time of a rotating 2D LiDAR.



The lack of real-time seriously restricts the application of a moving 2D LiDAR. For a camera, an image can be obtained at a fast speed, whether the platform is moving or there are moving objects in the environment, data can be collected accurately. For a moving 2D LiDAR, because of the lack of real-time, things are different.



In this section, a series of studies on the lack of real-time of a moving 2D LiDAR are discussed. It is worth noting that the problem on real-time performance has some connection with the problem on accuracy, and the final result of the two is the error of the collected 3D point cloud. However, the foci of the two are different, as follows:



(1) For a moving 2D LiDAR, there are space rigid body transformations between different coordinate frames. Due to the errors of the space rigid body transformations, the inaccuracy of the collected 3D point cloud will be caused. This is the focus of the problem on accuracy. Moreover, the problem on accuracy is more concerned with the construction of 3D maps in static environments.



(2) Since one frame of 3D point cloud collected by a moving 2D LiDAR contains multiple frames of 2D point cloud, finishing one frame of 3D point can take a long time. Therefore, during the process of 3D mapping, the movement of the mobile platform or the moving objects in the environment will cause the distortion of the collected 3D point cloud. This is the focus of the problem of real-time performance. Moreover, the problem of real-time performance is more concerned with the construction of 3D maps in dynamic environments.



Solving the problem on accuracy and real-time performance are two steps to make a moving 2D LiDAR perform better in applications. For a moving 2D LiDAR, it must be able to accurately build 3D maps in static environments first. Secondly, it must be able to accurately build 3D maps in dynamic environments. The former is the premise of the latter.



4.2.1. Problem 2.1—For Categories 1 to 6: The Negative Correlation between the Real-Time Performance and the Density of the 3D Point Cloud


The low scanning frequency of the 2D LiDAR leads to a negative correlation between the real-time performance of a moving 2D LiDAR and the density of the collected 3D point clouds. To improve the real-time performance, the 2D LiDAR must be moved at a faster speed, as a result of which, the collected 3D point cloud is sparser, and the probability of missed detection of obstacles will be increased. To make the collected 3D point cloud denser, the 2D LiDAR must be moved at a slower speed, which will undoubtedly increase the time to finish a 3D scan and degrade the real-time performance of a moving 2D LiDAR.



Some studies specifically focus on the problem on real-time performance. (a) In [12], a 16-line 3D LiDAR Velodyne VLP-16 (Puck) is mounted on a rotating mechanism, and the 2D LiDAR UTM-30LX-EW that rotates along with it is only used as an auxiliary sensor. This design can perform a better real-time performance, because the 3D LiDAR Velodyne VLP-16 (Puck) has a higher sampling speed. However, the cost of the prototype has also been greatly increased, for a 3D LiDAR is much more expensive. (b) In [100,101], the Papoulis–Gerchberg algorithm is used to process the sparse 3D point cloud to improve its resolution. Originally, the Papoulis–Gerchberg algorithm has been mainly used in image processing, and its function is to convert low-resolution images into high-resolution images. In these literatures, it is used to process sparse 3D point clouds. Although this method can make the 3D point cloud denser, it cannot retrieve the missed obstacles in the original sparse 3D point cloud. (c) In [50,51,52,53], the 2D LiDAR is obliquely mounted on a periodic rotating platform, and an obliquely rotating 2D LiDAR is built. The distributions of the collected 3D point clouds are grid-like, which can significantly reduce the probability of the missed detection of obstacles, especially when the 3D point cloud is spare [53]. (d) For a rotating 2D LiDAR and a pitching 2D LiDAR, the attitude of the rotation axis of the 2D LiDAR has a significant influence on the rate of missed detection of obstacles, especially for objects with relatively small sizes in the horizontal direction and relatively large sizes in the vertical direction, such as human bodies, pillars, and table legs. This has been mentioned at the end of Section 3.1 of this paper: for a rotating 2D LiDAR and a pitching 2D LiDAR, when the rotation axis is horizontal rather than vertical, the missed detection of the above-mentioned obstacles may be more likely to be avoided.



Comparing the above four types of studies, when it comes to the solving of the Problem 2.1, a 3D LiDAR is used in the prototype in (a), which will greatly increase the cost. In (b), the sparse 3D point cloud is used as the original data, and its density and resolution can be improved by algorithmic processing. However, the missed obstacles in the original sparse 3D point cloud cannot be retrieved, so it is not helpful to solve the problem of the missed detection of obstacles. In (c) and (d), while the density and resolution of the 3D point cloud is constant, the rate of missed detection of obstacles can be reduced by changing the distribution of the points in the 3D point cloud. Relatively speaking, this is a more feasible solution to Problem 2.1.




4.2.2. Problem 2.2—For Categories 1, 2, 4, and 5: The Distortion of the 3D Point Cloud Caused by the Movement of the Mobile Platform


For the prototypes of categories (1) a rotating 2D LiDAR, (2) a pitching 2D LiDAR, (4) an irregularly rotating 2D LiDAR, and (5) an obliquely rotating 2D LiDAR, during once 3D scan of a prototype, the movement of the platform on which the prototype is carried can cause distortion of the 3D point cloud. A prototype of these categories is like a very slow imaging camera, during the process of imaging, any shake of the camera will cause the image to be blurred. As mentioned at the end of [53], the mobile platform on which a rotating 2D LiDAR is carried should be stationary during a 3D scan. Otherwise, if the mobile platform is moved and there is no accurate estimation of this movement, the collected 3D point cloud will be distorted. In [38,39,40,41], the solutions of Problem 2.2 have been studied. Only after this problem has been solved, for a prototype of categories 1, 2, 4, and 5, which is mounted on a mobile platform, global 3D maps of large-scale environments can be built accurately [51,78,79,80].



In addition, for the prototype in [48], the time required for a 3D scan has been shortened to 1.6 s to 5 s (for different scan modes of the prototype, the specific time required is different). In this literature, the authors try to relieve the distortion of the 3D map built by this prototype in dynamic environments by shortening the time required for one 3D scan. However, this study has not fundamentally solved this problem. After all, for the movements of objects in the environment, the minimum scanning time is 1.6 s, which is still too long.




4.2.3. Problem 2.3—For Categories 1 to 6: The Distortion of the 3D Point Cloud Caused by the Moving Objects in the Environment


In Problem 2.2, we compared a moving 2D LiDAR to a very slow imaging camera. Any shake of the camera will cause the image to be blurred. In addition, moving objects in the field of view during imaging will also cause local blur of the image. The distortion of the 3D point cloud caused by the movement of the mobile platform can be offset by estimating this movement, but the distortion of the 3D point cloud caused by moving objects cannot be offset easily. The distortion part of 3D point cloud should be recognized and eliminated. In the field of visual SLAM, dynamic pixels can be recognized and eliminated by comparing images of similar frames [102]. Besides, deep learning and YOLO [103] can be used for the detection and semantic recognition of objects. For a moving 2D LiDAR, things are different. In each frame of visual image, the pixels corresponding to moving objects are roughly accurate, or maybe they are slightly blurred. This is because for general applications, the imaging speed of a camera is very fast compared to the speed of moving objects (such as pedestrians, vehicles, etc.) in the environment. However, compared to a camera, a moving 2D LiDAR is much slower in 3D scanning of the environment [42]. If a moving 2D LiDAR is used to scan a pedestrian walking through the field of view, the shape of the collected 3D point cloud may not be a human body, but a ribbon. The shapes of the moving objects cannot be shown by 3D point clouds collected by a moving 2D LiDAR, while the shapes of the moving objects can be shown by images collected by a camera.



If a commercial 3D LiDAR, rather than a moving 2D LiDAR is used, things are much easier. The time required for one 3D scan of a commercial 3D LiDAR is generally very short (for example, the 3D scan frequency of Velodyne VLP-16 (Puck) is 5–20 Hz, and a 3D scan takes up to 0.2 s). Therefore, the 3D point cloud of the general moving objects in the environment can be built accurately by a commercial 3D LiDAR. Thus, the method of eliminating dynamic pixels used in the field of visual SLAM can be used, dynamic 3D point clouds can be recognized and eliminated by comparing similar frames [102], deep learning and YOLO [103] can also be used to recognize moving objects, and then the 3D point clouds that show the static background of the environment can be built. In [44,45,46,47], the solution on how to deal with moving objects in the environment with the use of commercial 3D LiDAR (such as 3D LiDAR produced by Velodyne) is focused on. When it comes to the solution of how to deal with moving objects in the environment with the use of a moving 2D LiDAR, there are few related studies. In [42], the method to model the dynamic environment by a slow scanning LiDAR (that is, the frequency of 3D scanning is lower than 1 Hz) was studied. The prototype used is this literature is a pitching 2D LiDAR. By the method in [42], in the case of low update rate of 3D point cloud frame, dynamic 3D point clouds which corresponding to the moving objects in the environment are recognized and eliminated. It is worth noting that this method is applicable for non-rigid moving objects (that is, the shapes of the objects may be changeable), such as pedestrians. In [43], a pitching 2D LiDAR is used to identify and follow the leader in hilly terrain. For the recognition of moving objects of a moving 2D LiDAR, the method of identifying the leader in this literature may be worth learning. Besides, in [104,105,106], moving objects are recognized, according to the 2D maps collected by 2D LiDARs.





4.3. Other Problems


In addition to the two core problems mentioned above, concerning accuracy and real-time, respectively, there are other studies on a moving 2D LiDAR.



4.3.1. Problem 3.1—For Categories 1 to 6: The Density Distribution of the 3D Point Cloud Built by a Moving 2D LiDAR


In Problem 2.1, we discussed the method of avoiding the missed detection of obstacles by changing the distribution of the points in the 3D point cloud. For a 3D point cloud collected by a moving 2D LiDAR, the solutions on how to make its density distribution more reasonable are of research value. In [48], the density distributions of the 3D point clouds collected by a rotating 2D LiDAR and a pitching 2D LiDAR are analyzed, and a conclusion is drawn that the sampling points collected by the laser beam perpendicular to the rotation axis is the sparsest, while the sampling points collected by the laser beam parallel to the rotation axis is the densest. A similar conclusion also has been drawn in [49]. Therefore, when a rotating 2D LiDAR or a pitching 2D LiDAR is used, the attitude of the rotation axis of the 2D LiDAR should be adjusted, so that we can make the denser area of the 3D point cloud covers the more important scanning objects.



In view of the above-mentioned uneven distribution of the density of 3D point cloud, an obliquely rotating 2D LiDAR has been built in [50] to ensure that the prototype scan the surrounding environment with a more constant density. The density distribution of the collected 3D point cloud can be adjusted by changing the installation tilt angle and the angular velocity of the rotation of the 2D LiDAR, so that the density distribution of the collected 3D point cloud can be more even. In addition, an obliquely rotating 2D LiDAR also has been used in [51,52,53]. The 3D point cloud collected by an obliquely rotating 2D LiDAR is grid-like; this kind of distribution can effectively avoid the missed detection of obstacles, especially when the 3D point cloud is sparse [53]. From this point of view, the grid-like distribution of the 3D point cloud is more reasonable.



Jesús Morales and Anthony Mandow et al. [11,15] studied the density distribution of 3D point cloud collected by a 3D LiDAR mounted a rotating mechanism. The 16-line 3D LiDAR Velodyne VLP-16 (Puck) is rotated by the rotating mechanism to form a prototype with full field of view. In these literatures, the uniformity of its scanning is optimized.




4.3.2. Problem 3.2—For Categories 1 to 6: The Fusion of a Moving 2D LiDAR and 2D LiDAR SLAM


When a moving 2D LiDAR is mounted on a mobile robot for global 3D mapping, 2D LiDAR SLAM algorithms can be used to assist the positioning of the robot. Considering that although there are many robots that can build 3D maps of the environment, few robots can complete this task autonomously, in [54], with the help of 2D LiDAR SLAM algorithm, the 2D LiDAR rotated by a servo motor can be used to build the 3D maps of the environment autonomously. First, the 2D LiDAR is rotated to a horizontal attitude, so that the scanning sector of the 2D LiDAR is horizontal. Then the 2D LiDAR SLAM algorithm is used to map the environment in 2D. After the loop closure, a 2D map can be built accurately. Next, the 2D map is analyzed to find several suitable positions in it. The robot comes to these positions in turn. At each position, the 2D LiDAR is rotated by the servomotor to scan the environment in 3D. Finally, the 3D point clouds collect at these positions are combined and a global 3D map of the environment can be built. In [55], a horizontally mounted 2D LiDAR is used for the 2D LiDAR SLAM algorithm to build the 2D map of the environment, and a vertically mounted 2D LiDAR is used to collect the 3D point cloud of the environment in a push-broom way. In [56], the combination of a rotating 2D LiDAR and 2D LiDAR SLAM algorithm enables the autonomous mobile robot to navigate autonomously in uneven environments without the computational cost of full 3D mapping. In [57], the positioning of the mobile platform is realized by the 2D LiDAR SLAM algorithm, and the 3D map of the environment is built by the depth camera.




4.3.3. Problem 3.3—For Category 3: A Push-Broom 2D LiDAR, Which Is Used for the Detection of the Obstacles in Front of the Vehicle


For the studies discussed in this subsection, a push-broom 2D LiDAR is used for the detection of obstacles in front of the vehicle, rather than the construction of the 3D maps of the environment. As for the studies focus on the construction of the 3D maps of the environment by using a push-broom 2D LiDAR, see Section 3.2 for more details. In [58], a 2D LiDAR is mounted in front of the robot and tilted downward at a certain angle. Line segments are extracted from 2D point cloud collected by 2D LiDAR in real time. These line segments are divided into two categories, which corresponding to roads and obstacles respectively. Note that the discrimination of the roads and obstacles here is based on 2D point cloud rather than 3D point cloud, which is conducive to improving the real-time performance of the discrimination. Similar research has been done in [59], a 2D LiDAR is mounted obliquely downward at a certain angle, by extracting line segments from the 2D data of the LiDAR, the road areas, and obstacle areas in front of the robot are discriminated. Compared with the study in [58], multiple 2D LiDARs are used in [59], with different downward angles, which are used to detect short-range and long-range roads respectively. In [60], the obstacle detection is mainly done by monocular cameras, and the 2D LiDAR plays an auxiliary role. Two monocular cameras are mounted at different angles. The low-angle camera is used to divide the road areas and non-road areas in front of the robot, and the high-angle camera is used to estimate the direction of the road. The 3D point clouds collected by the push-broom 2D LiDAR are fused with vision data collected by monocular cameras to improve the reliability of road recognition and build accurate road boundary models. In [61], a push-broom 2D LiDAR is used for the road edge detection.




4.3.4. Problem 3.4—For Categories 1 to 6: The Fusion of a Moving 2D LiDAR and a Camera


There is a strong complementarity between the 3D point cloud collected by a LiDAR and the image collected by a camera. The former shows the 3D contour of the environment, and the latter shows the color and texture of the environment. The fusion of the two can generate a more realistic model of the environment. The 3D point cloud used for this fusion can be collected by a moving 2D LiDAR [62,63,64,65,66,67] or by a commercial 3D LiDAR [107,108,109,110,111,112,113]. No matter what way is adopted, the calibration between LiDAR and the camera is a problem that needs to be noted. The purpose of the calibration is to accurately calculate the space rigid body transformation between the 3D point cloud and the camera image. Only then, the 3D point cloud and the camera image can be accurately matched.





4.4. Discussion of the Problems of a Moving 2D LiDAR


Until now, we have discussed the problems of a moving 2D LiDAR one-by-one. Among the problems mentioned above, the problem on accuracy and the problem on real-time performance are two core problems that should be urgently solved. When it comes to the accuracy of a moving 2D LiDAR, for each categories of the prototypes, there are two sources of error. One is the measurement error of the 2D LiDAR, see Problem 1.1 for more details. The other is the error of the space rigid body transformation between two coordinate frames. The coordinate frames involved here are the coordinate frame L of the 2D LiDAR, the coordinate frame P of the prototype, the coordinate frame M of the mobile platform, and the world coordinate frame W, see Problems 1.2 to 1.6 for more details. Only when these two sources of error are effectively eliminated, the 3D map of the environment can be accurately built by a moving 2D LiDAR.



When a moving 2D LiDAR is used in dynamic environments, the problem on its real-time performance should to be considered. Limited by the scanning frequency of the 2D LiDAR, the real-time performance of a moving 2D LiDAR is usually very poor. Its real-time performance is negatively correlated with the resolution of the 3D scanning, see Problem 2.1 for more details. Because of the poor real-time performance, distortions of the 3D point cloud collected by a moving 2D LiDAR can be caused by the movement of the mobile platform or the moving objects in the environment, corresponding to Problem 2.2 and Problem 2.3, respectively. A number of studies focus on the solving of the distortion caused by the movement of the mobile platform, while there are few studies on the solving of the distortion caused by the moving objects in the environment. Because of the low scanning frequency of a moving 2D LiDAR, the shapes of the moving objects cannot be captured accurately. In the 3D point clouds collected by a moving 2D LiDAR, the true shapes of the moving objects are not likely to be shown. Besides, due to the low scanning frequency, the 3D point clouds between adjacent frames may be very different, so it is not easy to find the corresponding relationship between them and identify the dynamic point clouds. In view of the poor real-time performance, a moving 2D LiDAR is more suitable for static environments. During a 3D scan, the mobile platform on which the prototype is carried should be stationary, and there should be no moving objects in the environment.



For most applications, the environments are dynamic rather than static. Dynamic factors, such as the movement of the mobile platform or the moving objects in the environment require a moving 2D LiDAR to have a better real-time performance. However, since the scanning frequency and sampling speed of commercial 2D LiDAR are unlikely to be increased significantly in the near future, the problem on the real-time performance of a moving 2D LiDAR cannot be solved fundamentally. In order to build a global 3D map of the environment accurately, the movement of the mobile platform should be estimated and offset; the dynamic 3D point clouds corresponding to the moving objects should be recognized and eliminated. In comparison, if the cost is not considered, commercial 3D LiDARs are more suitable for dynamic environments, because their real-time performance is sufficiently high. They can collect 3D maps of the dynamic environments accurately.





5. Discussion


5.1. The Definition of Low Cost


In this paper, we focus on low-cost 3D laser scanning technology, of which low cost is the core argument.



The definition of low cost can be divided into two aspects. First, low cost is a relative concept. For a 3D laser scanner, if its price is significantly lower than that of similar products, and it hits the bottom of the price of this type of products, then it is low-cost. As a 3D laser scanner, the cost of a moving 2D LiDAR is significantly lower than that of commercial 3D laser scanners, so it is low-cost. Although low cost is bound to be accompanied by insufficient performance, in many applications, excess performance is unnecessary, and cost reduction is a top priority.



Second, low-cost can be understood as consumer-grade, which is used to describe products that can be affordable by the public. The current dilemma of commercial 3D laser scanners is that they are not consumer-grade yet. In China, the price of a private car purchased by an ordinary household is between CNY 50,000 (equivalent to USD 7640) and CNY 200,000 (equivalent to USD 30,560). The 3D LiDAR VLP-16 (Puck) produced by Velodyne is priced at CNY 35,000 (equivalent to USD 5348), HDL-32E is priced at CNY 378,600 (equivalent to USD 58,064), and HDL-64E is priced at CNY 680,000 (equivalent to USD 103,904)—which is about the price of a house in a medium-sized city of China. As a necessary sensor for autonomous driving technology, 3D LiDAR is even more expensive than a car. This phenomenon is widespread, which limits the popularization of autonomous driving technology, making it impossible for private cars with autonomous driving technology to enter millions of households.



Although commercial 3D laser scanners are generally not consumer-grade, some 2D LiDARs have reached the consumer-grade level. For example, the 2D LiDAR RPLIDAR A1 produced by Slamtec is priced at CNY 500 (equivalent to USD 76), RPLIDAR A2 is priced at CNY 1900 (equivalent to USD 290), and RPLIDAR A3 is priced at CNY 4095 (equivalent to USD 626). The prices of these products are not higher than the price of a mobile phone, for ordinary households, they are affordable.



In recent years, sweeping robots have gradually become popular, and they have occupied a place in the home appliance market. Most of them are based on 2D laser SLAM technology; the 2D LiDARs mounted on them have reached the consumer-grade level, so they are low-cost, for the sweeping robots equipped with 2D LiDARs have already been affordable by ordinary households.



The above-mentioned sweeping robot can only build 2D maps of the environment. Limited by their environment detecting ability, their functions are single. To make a home service robot more intelligent and perform more complex tasks, low-cost 3D laser scanning technology is necessary. Figure 14 shows the prototype we built recently. In this prototype, 2D LiDAR RPLIDAR A1 LiDAR produced by Slamtec is used, it is rotated by an integrated closed-loop stepper motor.



The total cost of the 3D laser scanner shown in Figure 14 is no more than CNY 2000 (equivalent to USD 306). Although it is cheap to build, it can perform basic 3D laser scanning with stability and robustness. We think it is an important exploration to make a 3D laser scanner consumer-grade and low-cost, making it affordable by the public. Our efforts may help to promote the popularization of 3D laser scanning technology, and make products with 3D laser scanning technology into thousands of households.




5.2. Three-Dimensional LiDAR Is Still Indispensable


When it comes to the measurement range, the density of the sampling points, or the frequency of 3D scanning, 3D LiDAR is generally far better than 2D LiDAR. Different from the 2D LiDARs mostly designed for 2D mapping and navigation in indoor environments [114,115], 3D LiDARs are mostly used for surveying and mapping for large-size ground targets [82,83,116] or autonomous driving [84]. Therefore, for a 3D LiDAR, a sufficiently far measurement range is necessary. In addition, for a 3D LiDAR used for surveying and mapping, the density of sampling points needs to be dense enough to finely acquire the surface details. For a 3D LiDAR, used for autonomous driving, the frequency of its 3D scanning should be high enough to cope with the rapidly changing road conditions.



Therefore, in some applications, 3D LiDAR is still necessary and indispensable and cannot be replaced by a moving 2D LiDAR, because the latter is not competent. In the field of autonomous driving, a moving 2D LiDAR with limited measurement range and 3D scanning frequency cannot be used for the environment detecting of the car, this is the job of the 3D LiDAR. In the field of surveying and mapping of civil infrastructure, as a state-of-the-art instrument and a right alternative for traditional ways of inspection and surveying, 3D laser scanner is wildly used. In [117], a terrestrial laser scanner (TLS) is used to scan taxiways in international airports and perform geometric analysis of the pavements; it is helpful for the evaluation of the performance of the pavement, which is very important for the maintenance design of the pavement. A TLS can survey roads non-destructively, compared with traditional ways of inspection and surveying, its excellent efficiency can shorten the time required and minimize the interference to traffic as much as possible. Similarly, in [118] a TLS is also used for faulting detection of rigid airport pavements. Given that traditional fault detection methods are time-consuming and laborious, which seriously hinders the passage of airplane, in [118], a TLS is used to obtain 3D point clouds of the pavements of airport, and a data processing method is used to detect faulting. Different from the above-mentioned research using a TLS, in order to further improve the efficiency and shorten the working time, in [119], a mobile laser scanner (MLS) is used to assess the flatness of the road surface, for the MLS system is significantly more efficient than static systems, that is, TLS.



Similar remote detection technology has also been used to classify the dune vegetation in the coastal areas [120]. Coastal sand dunes provide protection for the inland areas from the impact of waves. The plant species that make up the sand dune vegetation community describe the evolution of the sand dunes and reveal the ongoing coastal dynamics. In [120], the UAV system is used to remotely monitor the vegetation classification on the sand dunes. Besides, in [121], a TLS is used to scan the landslide to monitor the morphological changes of the landslide surface between different time points, to effectively warn the landslide disaster.



From the above applications, it can be seen that 3D LiDAR is still indispensable. Although in some applications with low accuracy and range requirement, and high cost-control requirements (such as the 3D mapping and navigation of home service robots), a moving 2D LiDAR may be competent, but in areas such as autonomous driving, pavement detection, and disaster prevention, 3D LiDAR still plays a significant role. Moreover, 3D LiDAR has excellent measurement performance that a moving 2D LiDAR does not have.





6. Conclusions


In this paper, we presented our survey on low-cost 3D laser scanning technology, which was based on a moving 2D LiDAR. By using a moving 2D LiDAR, 3D maps of the environment can be built in a much more economical way than using a 3D LiDAR.



According to the general principle of a moving 2D LiDAR, different categories of prototypes are designed and built. In this paper, we classified a moving 2D LiDAR into six categories. For different categories of prototypes, the specific problems that need to be solved may be different. We surveyed these problems, and included the discussion, summary, and sorting of them in this paper.



For the application of a moving 2D LiDAR, limited by the real-time performance, the 3D mapping in a dynamic environment is a difficult point for a moving 2D LiDAR, especially when there are moving objects in the environment.



In the future, with the development and maturation of the technology, the cost of LiDAR will be reduced. As the cost of LiDAR drops, it seems that studies on moving 2D LiDARs tend to be less necessary, because the core advantage of a moving 2D LiDAR is its low cost—since a 3D LiDAR is cheap enough, there is no need for a moving 2D LiDAR. However, we believe that this is not the case. As long as the price of 2D LiDAR is significantly lower than that of 3D LiDAR, there will be broad application requirements for a moving 2D LiDAR, because compared with a 3D LiDAR, it can build the 3D point cloud of the environment at a much lower cost. Moreover, with the popularization of 3D laser scanning technology, more products with 3D laser scanning technology may be manufactured on a large scale. For large-scale production, the control of cost should be especially noted. In this situation, the advantage of the low cost of a moving 2D LiDAR is important.
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Appendix A


The survey of the commonly used commercial LiDARs is shown in Table A1.
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Table A1. Representative commercial 2D LiDARs and 3D LiDARs.






Table A1. Representative commercial 2D LiDARs and 3D LiDARs.





	
Categories

	
Manufacturers

	
Product Model ID

	
Performance

	
Prices

(USD)

	
Application

	
Nations






	
2D

LiDAR

	
Sick

	
LMS111

	
Single-line mechanical LiDAR, its horizontal field of vision is 270°, its measuring range is 0.5 m to 20 m, its scanning frequency is 25 Hz or 50 Hz (in different working modes), its angular resolution is 0.25° or 0.5° (in different working modes). The typical value of its systematic error is ±30 mm, and the typical value of its statistical error is 12 mm [122].

	
3813

	
Outdoor; mobile robot

	
Germany




	
Sick

	
LMS511

	
Single-line mechanical LiDAR, its horizontal field of vision is 190°, its measuring range is 1 m to 80 m, its scanning frequency is 25 Hz or 35 Hz or 50 Hz or 75 Hz or 100 Hz (in different working modes). Its angular resolution is 0.042° or 0.083° or 0.1667° or 0.25° or 0.333° or 0.5° or 0.667° or 1° (in different working modes). Its systematic error is ±25 mm (1 m to 10 m) or ±35 mm (10 m to 20 m) or ±50 mm (20 m to 30 m). Its statistical error is 6 mm (1 m to 10 m) or 8 mm (10 m to 20 m) or 14 mm (20 m to 30 m) [123].

	
6405

	
Outdoor; mobile robot

	
Germany




	
Hokuyo

	
UST-10LX

	
Single-line mechanical LiDAR, its horizontal field of vision is 270°, its measuring range is 0.06 m to 10 m, its scanning frequency is 40 Hz. Its angular resolution is 0.25°. The typical value of its accuracy is ±40 mm, and the typical value of its repeated accuracy is 30 mm [124].

	
1525

	
Mobile robot

	
Japan




	
Hokuyo

	
UTM-30LX-EW

	
Single-line mechanical LiDAR, its horizontal field of vision is 270°, its measuring range is 0.1 m to 10 m, its scanning frequency is 40 Hz. Its angular resolution is 0.25°. Its accuracy is ±30 mm (0.1 m to 10 m) or ±50 mm (10 m to 30 m), its repeated accuracy is 10 mm (0.1 m to 10 m) or 30 mm (10 m to 30 m) [125].

	
5338

	
Mobile robot

	
Japan




	
Slamtec

	
RPLIDAR A1

	
Single-line mechanical LiDAR, its horizontal field of vision is 360°, its measuring range is 0.15 m to 12 m, its scanning frequency is 1 Hz to 10 Hz. Its angular resolution is higher than 1°. Its ranging resolution is higher than 0.5 mm or 1 percent of the measured range [6].

	
76

	
Mobile robot

	
China




	
Slamtec

	
RPLIDAR A2M6

	
Single-line mechanical LiDAR, its horizontal field of vision is 360°, its measuring range is 0.2 m to 18 m, its scanning frequency is 5 Hz to 15 Hz. Its angular resolution is 0.45° to 1.35°. Its ranging resolution is higher than 0.5 mm or 1 percent of the measured range [126].

	
290

	
Mobile robot

	
China




	
Slamtec

	
RPLIDAR A3

	
Single-line mechanical LiDAR, its horizontal field of vision is 360°, its measuring range is 0.2 m to 25 m, its scanning frequency is 5 Hz to 15 Hz. Its angular resolution is 0.225° or 0.36° [127].

	
625

	
Mobile robot

	
China




	
Slamtec

	
RPLIDAR S1

	
Single-line mechanical LiDAR, its horizontal field of vision is 360°, its measuring range is 0.1 m to 40 m, its scanning frequency is 8 Hz to 15 Hz. Its angular resolution is 0.313° to 0.587°. Its measuring accuracy is ±50 mm, and its measuring resolution is 30 mm [128].

	
686

	
Mobile robot

	
China




	
Vanjee Technology

	
WLR-716

	
Single-line mechanical LiDAR, its horizontal field of vision is 270°, its measuring range is no more than 25 m, its scanning frequency is 15 Hz. Its angular resolution is 0.33°. Its measuring accuracy is higher than ±20 mm [129].

	
991

	
Mobile robot

	
China




	
3D

LiDAR

	
Leica

	
BLK360

	
Portable 3D laser scanner. Its horizontal field of view is 360°, and its vertical field of view is 300°. Its scanning range is 0.6 m to 60 m. Its scanning rate is as high as 360,000 points per second, and a panoramic scan can be done within 3 min. Its ranging accuracy is 4 mm (at 10 m) or 7 mm (at 20 m), and the accuracy of the constructed 3D point cloud is 6 mm (at 10 m) or 8 mm (at 20 m) [130].

	
22,875

	
Surveying Engineering

	
Switzerland




	
Faro

	
FocusS Plus 350

	
Terrestrial 3D laser scanner. Its horizontal field of view is 360°, and its vertical field of view is 300°. Its measuring distance is 0.6 m to 350 m, its scanning speed can be as high as 2,000,000 points per second, and the vertical and horizontal scanning steps are both 0.009°. Its ranging error is ±1 mm. Its ranging noise is 0.1 mm to 1.6 mm [131].

	
48,800

	
Surveying Engineering

	
USA




	
Velodyne

	
VLP-16

(Puck)

	
Sixteen lines mechanical LiDAR, with a maximum measurement range of 100 m. Its horizontal field of view is 360°, and its vertical field of view is −15° to 15°. The angular resolution in the horizontal direction is 0.1° to 0.4°, and the angular resolution in the vertical direction is 2°. Its scanning rate can be as high as 300,000 points per second, and its scanning frequency is 5 Hz to 20 Hz. The typical value of its measuring accuracy is ±3 cm [132].

	
5338

	
Automatic driving

	
USA




	
Velodyne

	
HDL-32E

	
Thirty-two lines mechanical LiDAR, with a maximum measurement range of 100m. Its horizontal field of view is 360°, and its vertical field of view is −30° to 10°. The angular resolution in the horizontal direction is 0.1° to 0.4°, and the angular resolution in the vertical direction is 1.33°. Its scanning rate can be as high as 700,000 points per second, and its scanning frequency is 5 Hz to 20 Hz. The typical value of its measuring accuracy is ±2 cm [133].

	
58,064

	
Automatic driving

	
USA




	
Velodyne

	
HDL-64E

	
Sixty-four lines mechanical LiDAR, with a maximum measurement range of 120 m. Its horizontal field of view is 360°, and its vertical field of view is −24.8° to 2°. The angular resolution in the horizontal direction is 0.08°, and the angular resolution in the vertical direction is 0.4°. Its scanning rate can be as high as 2,200,000 points per second, and its scanning frequency is 5 Hz to 20 Hz. The typical value of its measuring accuracy is ±2 cm [7].

	
103,700

	
Automatic driving

	
USA




	
Vanjee Technology

	
WLR-736

	
Sixteen lines mechanical LiDAR, with a maximum measurement range of 200 m. Its horizontal field of view is 145° and its vertical field of view is 7.75°. Its horizontal angular resolution is 0.1° to 0.5°, and its vertical angular resolution is 0.56° to 0.6°. Its scanning frequency is 10 Hz or 20 Hz or 30 Hz or 40 Hz or 50 Hz (optional). Its measuring accuracy is ±6 cm [134].

	
3813

	
Automatic driving

	
China




	
Vanjee Technology

	
WLR-732

	
Thirty-two lines mechanical LiDAR, with a maximum measurement range of 200 m. Its horizontal field of view is 360° and its vertical field of view is 24° (−12° to 12°). Its horizontal angular resolution is 0.1° to 0.4°, and its vertical angular resolution is 0.75°. Its scanning frequency is 5 Hz or 10 Hz or 15 Hz or 20 Hz (optional). Its measuring accuracy is ±6 cm [135].

	
16,775

	
Automatic driving

	
China




	
Hesai Photonics Technology

	
Pandar40

	
Forty lines mechanical LiDAR, with a measurement range of 0.3 m to 200 m. Its horizontal field of view is 360°, and its vertical field of view is −16° to 7°. Its scanning frequency is 10 Hz or 20 Hz (optional). Its horizontal angular resolution is 0.2° or 0.4°, corresponding to the scanning frequency of 10 Hz and 20 Hz, respectively. Its vertical angle resolution is 0.33° (corresponding to the vertical field of view of −6° to 2°) or 1° (corresponding to the vertical field of view of −16° to 6° and 2° to 7°). Its measuring accuracy is ±50 mm (0.3 m to 0.5 m) or ±20 mm (0.5 m to 200 m) [136].

	
30,500

	
Automatic driving

	
China




	
Hesai Photonics Technology

	
Pandar64

	
Sixty-four lines mechanical LiDAR, with a measurement range of 0.3 m to 200 m. Its horizontal field of view is 360°, and its vertical field of view is −25° to 15°. Its scanning frequency is 10 Hz or 20 Hz (optional). Its horizontal angular resolution is 0.2° or 0.4°, corresponding to the scanning frequency of 10 Hz and 20 Hz, respectively. Its minimum vertical angle resolution is 0.167°. Its measuring accuracy is ±50 mm (0.3 m to 0.5 m) or ±20 mm (0.5 m to 200 m) [137].

	
68,625

	
Automatic driving

	
China




	
Robosense

	
RS-LiDAR-16

	
Sixteen lines mechanical LiDAR, with a measurement range of 0.4 m to 150 m. Its horizontal field of view is 360°, and its vertical field of view is 30°. Its horizontal angular resolution is 0.1°, 0.2°, or 0.4° (optional), and its vertical angular resolution is 2°. Its scanning frequency is 5 Hz or 10 Hz or 20 Hz (optional). Its measurement accuracy is ±20 mm [138].

	
4270

	
Automatic driving

	
China




	
Robosense

	
RS-LiDAR-32

	
Thirty-two lines mechanical LiDAR, with a measurement range of 0.4 m to 200 m. Its horizontal field of view is 360°, and its vertical field of view is 40°. Its horizontal angular resolution is 0.1°, 0.2°, or 0.4° (optional), and its vertical angular resolution is 0.33°. Its scanning frequency is 5 Hz or 10 Hz or 20 Hz (optional). Its measurement accuracy is ±30 mm [139].

	
19,520

	
Automatic driving

	
China









It is worth mentioning that, in addition to the mechanical 3D LiDARs listed in Table A1; solid-state 3D LiDARs have been developed and commercialized successfully by some manufacturers. Different with the mechanical 3D LiDARs in which mechanical scanning method is used, phased arrays, which consist of many fixed small beam emitters, are used in solid-state 3D LiDARs. Since there are no rotating components in the solid-state 3D LiDARs, wear consumption can be avoided. Besides, compared to a mechanical 3D LiDAR, the reliability of a solid-state 3D LiDAR is greatly improved. When several beam emitters are damaged, a solid-state LiDAR can still work. Although the solid-state 3D LiDARs perform better in reliability and operational life than the mechanical 3D LiDARs, their prices tend to be higher. Since the focus of this paper is low-cost 3D laser scanning technology, the solid-state LiDARs will not be discussed in detail.




Appendix B


We have listed the notations used throughout this paper in Table A2.
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Table A2. Nomenclature.






Table A2. Nomenclature.





	Symbol
	Explanation





	L
	The coordinate frame of the 2D LiDAR.



	L′
	The coordinate frame of the 2D LiDAR at another position.



	W
	World coordinate frame.



	p
	A sampling point of the 2D LiDAR.



	r
	The ranging data of the sampling point p.



	θ
	The azimuth angle of the sampling point p.



	pL
	The coordinate of sampling point p relative to the coordinate frame L of the 2D LiDAR.



	pW
	The coordinate of sampling point p relative to the word coordinate frame W.



	    R L W    
	The rotation matrix from coordinate frame L to coordinate frame W.



	    T L W    
	The translation vector from coordinate frame L to coordinate frame W.



	P
	The coordinate frame of the prototype.



	M
	The coordinate frame of the mobile platform.



	pP
	The coordinate of sampling point p relative to the coordinate frame P of the prototype.



	    R L P    
	The rotation matrix from coordinate frame L to coordinate frame P.



	    T L P    
	The translation vector from coordinate frame L to coordinate frame P.



	pM
	The coordinate of sampling point p relative to the coordinate frame M of the mobile platform.



	    R P M    
	The rotation matrix from coordinate frame P to coordinate frame M.



	    T P M    
	The translation vector from coordinate frame P to coordinate frame M.



	    R M W    
	The rotation matrix from coordinate frame M to coordinate frame W.



	    T M W    
	The translation vector from coordinate frame M to coordinate frame W.



	    R L M    
	The rotation matrix from coordinate frame L to coordinate frame M.



	    T L M    
	The translation vector from coordinate frame L to coordinate frame M.
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Figure 1. Left: map built by 2D LiDAR Slamtec RPLIDAR A1 [6]. Right: map built by 3D LiDAR Velodyne HDL-64E [7]. 
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Figure 2. The principle of a moving 2D LiDAR. 
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Figure 3. A pitching 2D LiDAR (left) and a rotating 2D LiDAR (right) [69]. 
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Figure 4. A rotating 2D LiDAR and a pitching 2D LiDAR in different attitudes. (a) A pitching 2D LiDAR whose rotation axis is horizontal; (b) a rotating 2D LiDAR whose rotation axis is horizontal; (c) a pitching 2D LiDAR whose rotation axis is vertical; (d) a rotating 2D LiDAR whose rotation axis is vertical [48]. 
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Figure 5. A rotating 2D LiDAR and a pitching 2D LiDAR. (a) A pitching 2D LiDAR mounted on a mobile platform. Left: the prototype in [68]; right: the pitching scanning example in [68]; (b) the prototype in [38], a rotating 2D LiDAR (circled in red) which is mounted on a skid-steer loader; (c) the prototype in [20], which is a rotating 2D LiDAR; (d) the prototype in [69], which is a pitching 2D LiDAR; (e) the prototypes in [48]. Left: the first-generation prototype, which is a pitching 2D LiDAR whose rotation axis is vertical; right: the second-generation prototype, which is a rotating 2D LiDAR. Compared with the first-generation prototype, in the second-generation prototype a slip ring has been used, so that the 2D LiDAR can be rotated endlessly, without being blocked by cables. 
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Figure 6. Push-broom 2D LiDARs carried by different platforms. (a) A push-broom 2D LiDAR mounted on a vehicle. Left: the experimental platform in [36]; right: the push-broom scanning example in [71]; (b) push-broom 2D LiDARs mounted on a backpack. Left: the prototype in [72]; right: the 3D model of the prototype in [73]; (c) handheld push-broom 2D LiDARs. Left: the prototype in [74]; right: the prototype in [75]; (d) UAV-mounted push-broom 2D LiDARs. Left: the prototype in [76]; right: the prototype in [77]. 
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Figure 7. An irregularly rotating 2D LiDAR, the 2D LiDAR rotates irregularly. (a) The prototype in [78]; (b) the prototype in [79]. 
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Figure 8. An obliquely rotating 2D LiDAR, the 2D LiDAR is rotated periodically and is mounted obliquely. The distribution of the 3D point cloud built by an obliquely rotating 2D LiDAR is a set of grid-like lines. (a) The prototype in [50]; (b) the prototype in [51]; (c) the prototype in [52]; (d) the prototype in [53]. 
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Figure 9. An irregularly moving 2D LiDAR, the movement of the 2D LiDAR is irregular. The prototype in [80,81] is called Zebedee. From this figure we can see the main components of Zebedee—that is, a 2D LiDAR, an IMU, a spring and a handhold pole. 
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Figure 10. A rotating 3D LiDAR and a pitching 3D LiDAR. (a) The prototype in [12]; (b) left: the prototype in [13]; right: the prototype (in the red circle) is mounted on an unmanned vehicle, the blue circles and the purple dot represent the 2D LiDARs and the rear wheel encoder respectively; (c) the prototype in [14]; (d) the prototype in [11], left: side view; right: front view. 
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Figure 11. A push-broom 3D LiDAR. (a) The prototype in [16,17,18]; (b) left: the prototype in [19], in which the red device mounted above is a ladybug panoramic camera, it is used to perceive colors. The silver-white device mounted obliquely below is a 32-line 3D LiDAR Velodyne HDL-32e; right: the prototype is carried by a trolley. 
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Figure 12. The prototypes in [86,87,88,89]. (a) Left: the prototype in [86]; right: the field of view of this prototype; (b) the prototypes in [87]. Left: the first-generation prototype; right: the second-generation prototype, it is placed between a commercial 2D LiDAR and a mobile phone to show its size; (c) the prototype in [88]; (d) the prototype in [89]. 
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Figure 13. The conversions of the coordinates of the sampling points in a rotating 2D LiDAR and a push-broom 2D LiDAR respectively. Left: a rotating 2D LiDAR is mounted on a mobile platform; right: a 2D LiDAR is fixedly mounted on a mobile platform, making it a push-broom 2D LiDAR. 
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Figure 14. The prototype built by us, which is a low-cost 3D laser scanner. 
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Table 1. Classification of the prototypes.
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	Serial Numbers
	Categories
	The Movement of 2D LiDAR
	Characteristics





	1
	A rotating 2D LiDAR
	 [image: Applsci 11 03938 i001]
	The 2D LiDAR is rotated regularly around the middle line of the scanning sector [20,38,48].



	2
	A pitching 2D LiDAR
	 [image: Applsci 11 03938 i002]
	The 2D LiDAR is rotated regularly around the perpendicular of the middle line of the scanning sector [68,69].



	3
	A push-broom 2D LiDAR
	 [image: Applsci 11 03938 i003]
	The 2D LiDAR is fixedly assembled on the mobile platform [16,36,37,70,71,72,73,74,75,76,77].



	4
	An irregularly rotating 2D LiDAR
	 [image: Applsci 11 03938 i004]
	The rotation of the 2D LiDAR is non-periodic and irregular [78,79].



	5
	An obliquely rotating 2D LiDAR
	 [image: Applsci 11 03938 i005]
	The 2D LiDAR is rotated obliquely so that the distribution of the collected 3D point cloud is grid-like [50,51,52,53].



	6
	An irregularly moving 2D LiDAR
	 [image: Applsci 11 03938 i006]
	The movement of the 2D LiDAR is irregular and is recorded by an IMU (inertial measurement unit) [80,81].







Note: for a moving 2D LiDAR, the above six categories cover most of the prototypes. There may also be some derived categories. Generally, a derived category is similar to one of the above six categories.
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Table 2. The problems of a moving 2D LiDAR.
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Problems

	
Categories of Problems

	
Categories of Prototypes




	
1

	
2

	
3

	
4

	
5

	
6






	
Problem 1.1. The measurement error of the 2D LiDAR.

	
Accuracy

	
•

	
•

	
•

	
•

	
•

	
•




	
Problem 1.2. The error caused by the motor.

	
•

	
•

	

	

	
•

	




	
Problem 1.3. The error caused by the assembly inaccuracy between the 2D LiDAR and the rotating unit.

	
•

	
•

	

	
•

	
•

	




	
Problem 1.4. The error caused by the synchronization inaccuracy between the 2D LiDAR and the rotating unit.

	
•

	
•

	

	

	
•

	




	
Problem 1.5. The error caused by the assembly inaccuracy between a moving 2D LiDAR and the mobile platform.

	
•

	
•

	
•

	
•

	
•

	
•




	
Problem 1.6. The error caused by the estimation inaccuracy of the movement of the mobile platform.

	
•

	
•

	
•

	
•

	
•

	
•




	
Problem 2.1. The negative correlation between the real-time performance and the density of the 3D point cloud.

	
Real-time performance

	
•

	
•

	
•

	
•

	
•

	
•




	
Problem 2.2. The distortion of the 3D point cloud caused by the movement of the mobile platform.

	
•

	
•

	

	
•

	
•

	




	
Problem 2.3. The distortion of the 3D point cloud caused by the moving objects in the environment.

	
•

	
•

	
•

	
•

	
•

	
•




	
Problem 3.1. The density distribution of the 3D point cloud built by a moving 2D LiDAR.

	
Others

	
•

	
•

	
•

	
•

	
•

	
•




	
Problem 3.2. The fusion of a moving 2D LiDAR and 2D LiDAR SLAM.

	
•

	
•

	
•

	
•

	
•

	
•




	
Problem 3.3. A push-broom 2D LiDAR, which is used for the detection of the obstacles in front of the vehicle.

	

	

	
•

	

	

	




	
Problem 3.4. The fusion of a moving 2D LiDAR and a camera.

	
•

	
•

	
•

	
•

	
•

	
•








Note: the six categories of prototypes in Table 2 are (1) a rotating 2D LiDAR, (2) a pitching 2D LiDAR, (3) a push-broom 2D LiDAR, 4) an irregularly rotating 2D LiDAR, (5) an obliquely rotating 2D LiDAR, and (6) an irregularly moving 2D LiDAR, respectively.
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