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Abstract: Extraction of mandibular third molars is a common procedure in oral and maxillofacial
surgery. There are studies that simultaneously predict the extraction difficulty of mandibular third
molar and the complications that may occur. Thus, we propose a method of automatically detecting
mandibular third molars in the panoramic radiographic images and predicting the extraction difficulty
and likelihood of inferior alveolar nerve (IAN) injury. Our dataset consists of 4903 panoramic
radiographic images acquired from various dental hospitals. Seven dentists annotated detection and
classification labels. The detection model determines the mandibular third molar in the panoramic
radiographic image. The region of interest (ROI) includes the detected mandibular third molar,
adjacent teeth, and IAN, which is cropped in the panoramic radiographic image. The classification
models use ROI as input to predict the extraction difficulty and likelihood of IAN injury. The achieved
detection performance was 99.0% mAP over the intersection of union (IOU) 0.5. In addition, we
achieved an 83.5% accuracy for the prediction of extraction difficulty and an 81.1% accuracy for the
prediction of the likelihood of IAN injury. We demonstrated that a deep learning method can support
the diagnosis for extracting the mandibular third molar.

Keywords: mandibular third molar; extraction difficulty; inferior alveolar nerve (IAN) injury; deep
neural network; panoramic radiographic image

1. Introduction

Recently, deep learning has been applied in various fields with the goal of automation,
and the field is rapidly growing [1–3]. In particular, deep learning is frequently applied
in the medical field and shows high performance [4–6]. Deep learning is widely used
to predict and diagnose diseases through image data such as MRI and CT images and
signal data such as EEGs [7–9]. It can also be applied in the field of dentistry for the
automatic diagnosis of various diseases [10–13]. This has been applied to many studies,
such as classifying cystic lesions in cone beam computed tomography (CBCT) images and
estimating a person’s age through their teeth [14,15].

Most people are born with mandibular third molars and have them removed for
various reasons [16,17]. Therefore, the extraction of mandibular third molars is a frequent
operation in oral and maxillofacial surgery. According to the impaction type of the third
molar, the presence of symptoms occurs at 30–68% after extraction of the third molar [18,19].
Mandibular third molars grow in various positions and directions, so these have various
impaction patterns [20–23]. Therefore, it is important to determine the pattern of the
mandibular third molar that is impacted before extraction to apply the appropriate sur-
gical method according to the impaction pattern. There are several criteria for defining
the impaction pattern of mandibular third molars. In certain impaction patterns, various
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problems may occur after extraction [24–27]. Depending on the impaction pattern of the
mandibular third molar, complications may arise after extraction. Several studies report
that inferior alveolar nerve (IAN) injury is the most common complication after removing
the mandibular third molar [28–30]. An IAN injury can cause several paresthesia in the
mandible and due to the contradictory reported results on the efficacy of the proposed
surgical therapeutics approaches, predicting potential complications is of paramount im-
portance [31]. It can be predicted through the relationship between the mandibular third
molar and the IAN, and there is a high likelihood of IAN injury when the mandibular third
molar and the IAN make contact [32,33].

Several previous cases have applied deep learning models to conduct research related
to the third molar. Vinayahalingam et al. proposed method to segment third molars and
nerves using U-net [34]. Yoo et al. proposed method to predict the extraction difficulty of the
mandibular third molar using convolution neural network(CNN) [35]. Utilizing panoramic
radiographic images, we propose a model that uses a deep neural network to predict the
extraction difficulty of mandibular third molars and the likelihood of IAN injury. First, we
use a detection model to find mandibular third molars in panoramic radiographic images.
Second, the area around the detected mandibular third molar is cropped to a specific size
as a region of interest (ROI). Finally, we use the ROI as an input to the classification model
to predict the extraction difficulty and likelihood of IAN injury (Figure 1).

Figure 1. Overall workflow.

The automated prediction of extraction difficulty and IAN injury of mandibular third
molars enables the reduction of the labor burden for dentists and shortens the diagnosis
time. Patients can easily find out about their diagnosis, and recognize the risk of IAN injury
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in advance of possible complications. The main contributions of this study are summarized
as follows:

• For the first time, we propose a method that can predict both the extraction difficulty
of mandibular third molars and the likelihood of IAN injury following extraction.

• The proposed deep neural network ensures consistent performance because it uses
the largest dental panoramic radiographic image dataset to our knowledge.

• We achieved high performance using classification models, with an extraction diffi-
culty accuracy of 83.5%, AUROC of 92.79% and the likelihood of IAN injury accuracy
of 81.1%, AUROC of 90.02%.

2. Materials and Methods
2.1. Dataset

This study was approved by the Institutional Review Board (IRB) of the Chosun
University Dental Hospital (CUDHIRB 2005008) and the Gwangju Institute of Science and
Technology (20210217-HR-59-01-02). The dataset includes 5397 panoramic radiographic
images of patients treated for the extraction of mandibular third molars at Chosun Uni-
versity Dental Hospital. Panoramic radiographic images vary in size from a minimum
of 2000 × 1000 to a maximum of 3000 × 1500 and have varied brightness. The dataset
consists of 4903 panoramic radiographic images, including 8720 mandibular third molars.
The dataset is split into train:val:test = 6073:896:1751.

2.2. Ground Truth

The ground truth is required to train the deep learning model. For this study, ground
truths for detecting mandibular third molars and for predicting extraction difficulty and
IAN injury were created. Seven dentists used a polygon to annotate the mandibular third
molar in the panoramic radiographic image. In addition, the corresponding impaction
pattern and likelihood of IAN injury for each mandibular third molar were annotated for
the extraction difficulty and likelihood of IAN injury classification models. The annotations
were finalized after reviews and consensus.

2.2.1. Mandibular Third Molar Detection

Mandibular third molar detection is the classification and localization of mandibular
third molars in the panoramic radiographic image. The detection model is required to
label containing the mandibular third molar’s bounding box and class information in the
panoramic radiographic image. In the panoramic radiographic image, all mandibular third
molars are annotated.

2.2.2. Extraction Difficulty Classification

The extraction difficulty of mandibular third molars was determined to train the extrac-
tion difficulty classification model. The impaction pattern of the mandibular third molar is
determined base on the Pell and Gregory classification and the Winter’s classification. The
extraction difficulty was determined into four categories according to the surgical method
for extraction.

• Vertical eruption: Simple extraction without gum incision or bone fracture;
• Soft tissue impaction: Extraction after a gum incision;
• Partial bony impaction: Tooth segmentation is required for extraction;
• Complete bony impaction: Where more than two-thirds of the crown is impacted, this

requires tooth segmentation and bone fracture.

The surgical extraction method is determined by the combination of the impaction
pattern of the mandibular third molar as determined by both Pell and Gregory and Winter’s
classification criteria [28]. Based on Pell and Gregory classification, impacted mandibular
third molars are classified as Classes A, B,and C according to the depth of the impacted
mandibular third molar, and Classes I, II, and III according to the distance between the
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mandibular third molar and the ascending mandibular ramus. Figure 2 shows an example
of each class.

Depth of the impacted mandibular third molar:

• Class A: The impacted mandibular third molar’s highest point of occlusal surface is at
the same height as the occlusal surface of the adjacent tooth.

• Class B: The impacted mandibular third molar’s highest point of occlusal surface is
between the occlusal surface of the adjacent tooth and the cervical line.

• Class C: The impacted mandibular third molars’ highest point is below the cervical
line of the adjacent tooth.

Distance between the mandibular third molar and ascending mandibular ramus:

• Class I: The distance between the distal surface of the mandible’s second molar and
the anterior edge of the mandible is wider than the width of the impacted mandibular
third molar’s occlusal surface.

• Class II: The distance between the distal surface of the mandible’s second molar
and the anterior edge of the mandible is narrower than the width of the impacted
mandibular third molars’ occlusal surface and wider than 1/2.

• Class III: The distance from the distal surface of the second molar of the mandible
to the anterior edge of the mandible is narrower than the width of the impacted
mandibular third molar’s occlusal surface.

Figure 3 shows the impaction patterns according to the depth of the impacted third mo-
lar and the distance between the third molar and the ascending mandibular ramus [36–38].
Based on Winter’s classification, there are six types based on the angle of the impacted
mandibular third molar: vertical (−10 to 10), mesioangular (11 to 79), horizontal (80 to 100),
distoangular (−11 to −79), transverse (buccolingual), and inverted (−80 to 111). Figure 3
shows the impaction pattern according to the angle of the impacted third molar, which is
divided into six types based on the Winter’s classification. Various studies have determined
the extraction difficulty through a combination of impaction types [39–42]. In addition,
we determined the extraction difficulty of the mandibular third molar by the combination
of the impacted pattern determined by Pell and Gregory classification and Winter’s clas-
sification. According to Figure 4, the combination of impaction patterns determine the
extraction difficulty of one of vertical eruption (VE), soft tissue impaction (STI), partial
bony impaction (PBI) and complete bony impaction (CBI).

Figure 2. Pell and Gregory classification. The red teeth are the mandibular third molars. In the first
row, there are figures regarding the depth of the impacted mandibular third molar, and classes A, B,
and C from the left. In the second row, there are figures about the distance between the mandibular
third molar and the ascending mandibular ramus, and classes I, II, and III from the left.
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Figure 3. Winter’s classification. The red teeth are the mandibular third molars. The figure ex-
pressed six types of impacted mandibular third molar according to winter’s classification: vertical,
mesioangular, horizontal, distoangular, transverse, and inverted.

Figure 4. Classification table of extraction difficulty according to the combination of impaction
patterns. The column of the gray color represents the combination of impaction patterns and the
column of the white color represents the extraction difficulty. The characteristics of the gray column
are a combination of the depth of impacted: Class A,B,C and the distance between the third molar
and the ascending mandibular ramus: Class I, II, III and the angle of the impacted mandibular third
molar: vertical, mesioangular, horizontal, distoangular, transverse inverted.

2.2.3. Classification of Likelihood of IAN Injury

An IAN injury is a complication that can occur after the extraction of a mandibular
third molar. On panoramic radiographic images, various factors can predict IAN injury
prior to the extraction of the mandibular third molar. The interruption of the IAN, where
the white line of the IAN canal is occluded in the panoramic radiographic image, is the
most important factor. The likelihood of IAN injury is classified into three levels according
to the degree of interruption of the IAN. Figure 5 provides an example of each class.

• N.1(low): The mandibular third molar does not reach the IAN canal in the panoramic
radiographic image.

• N.2(medium): The mandibular third molar interrupts one line of the IAN canal in the
panoramic radiographic image.

• N.3(high): The mandibular third molar interrupts two lines of the IAN canal in the
panoramic radiographic image.
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Figure 5. Relationship between the inferior alveolar nerve and the mandibular third molar.

2.3. Mandibular Third Molar Detection Model

This model extracts a region of interest (ROI) that is used as an input for classification of
extraction difficulty and the likelihood of IAN injury from a panoramic radiographic image.
Preprocessing was used to improve the mandibular third molar detection model’s training
efficiency and performance. First, large-sized panoramic radiographic images were resized
to 1056 × 512 and used as input to the model. Second, contrast limit adaptive histogram
equalization (CLAHE) is applied to panoramic radiographic image to improve image
contrast [43]. By using CLHAE, the deep learning model facilitates extraction features.

The Retinanet was used for mandibular third molar detection [44]. The detection
model’s backbone was a ResNet-152, which was pre-trained on the ImageNet dataset [45,46].
The mandibular third molar’s bounding box was obtained through the detection model,
which generated the ROI, which was cropped to 700 × 700 to be suitable for inclusion of
the mandibular third molar, the teeth adjacent to the third molar, and IAN in the panoramic
radiographic image. According to the bounding box, the generated ROIs are set to the tooth
number (#38 and #48). These are used as inputs to the classification model for predicting the
extraction difficulty and the likelihood of IAN injury. The network was trained using the
Adam optimizer with a learning rate of 1 × 10−4, a batch size of 2, and the focal loss [47].
The model was trained for 250 epochs, and each epoch was evaluated.

2.4. Extraction Difficulty and Likelihood of IAN Injury Classification Model

Using the ROI image as input, the classification model predicts the extraction difficulty
and the likelihood of IAN injury. To prevent overfitting and improve performance, data
augmentations such as horizontal flip, rotation, and left–right, and up–down shifts were
used. We used a Vision Transformer, a Transformer-based image classification model
that outperforms CNN, which is widely used in existing image classification tasks [48].
Among the various Vision Transformer models, we used R50+ViT-L/32, which is a hybrid
Vision Transformer that includes ResNet-50 in ViT-Large. The resolution of the input
image is 384 × 384 because the Vision Transformer benefits from higher resolutions. The
classification models were pre-trained using an ImageNet dataset. The classification models
were trained using an Adam optimizer with a learning rate of 1 × 10−4, a batch size of 8,
and the cross-entropy loss function. The model was trained for 250 epochs, each of which
was evaluated. The best performing model was selected using the evaluation set, and the
final results were calculated using the test set.

2.5. Metrics

The object detection performance is generally evaluated through mean average preci-
sion (mAP). mAP is calculated by predicting the correct answer when IoU is >0.5. mAP
[0.7] is calculated by predicting the correct answer when IoU is >0.7, and mAP [0.5:0.95] is
calculated by averaging the performance of IoUs within 0.5–0.95 in 0.05 steps. We used the
accuracy, F1-score, and AUROC as criteria to assess the classification model’s performance.
The accuracy is calculated the number of correctly predicted data divided by the total
number of data. The F1-score is calculated using precision and recall, as follows: F1-score =
2 * Precision * Recall/Precision + Recall. The area under the curve of the receiver operating
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characteristic (AUROC) measures the overall performance of all possible classification
thresholds.

3. Results
3.1. Mandibular Third Molar Detection

The detection performance of the mandibular third molar is indicated in the panoramic
radiographic image by the values mAP [0.5], mAP [0.7], and mAP = [0.5:0.95]. According
to Table 1, the detection performance achieved 99.0% for mAP [0.5], 97.7% for mAP [0.7],
and 85.3% for mAP [0.5:0.95], showing high results in the overall performance index.
Figure 6 shows the results of extracting the ROI from an area that includes the mandibular
third molar, adjacent teeth, and IAN, from the panoramic radiographic image through the
detection model.

Figure 6. Entire prediction process including the detection of the mandibular third molar, classifica-
tion of extraction difficulty, and likelihood of IAN injury.

Table 1. Mandibular third molar detection result.

Model AP[0.5] AP[0.75] AP[0.5:0.95]

Retinanet-152 99.0% 97.7% 85.3%

3.2. Extraction Difficulty Classification

The classification performance of the extraction difficulty of mandibular third molar
was evaluated using the following criteria: accuracy, the macro average of F1-score (F1-
score), and area under the curve of the receiver operating characteristic (AUROC). Table 2
summarizes the model’s classification performance for each criterion. We conducted exper-
iments to compare the performance of CNNs used in previous dental studies to the Vision
Transformer (R50+ViT-L/32) [15,35]. Through the experiment, the Vision Transformer
(R50+ViT-L/32) showed the highest classification performance across all criteria, with an
accuracy of 83.5%, an F1-score of 66.35%, and an AUROC of 92.79%. As shown in Figure 7a,
about 20% of PBI was misclassified as CBI, and about 9.7% of CBI was misclassified as PBI.
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Figure 7b shows the classification performance of extraction difficulty using the ROC curve
and AUC scores. We achieved high AUC scores of 91.0–98.0% for every class.

Table 2. Extraction difficulty classification result.

Model Accuracy (%) F1-Score (%) AUROC(%)

ResNet-34 80.07 63.28 91.43
ResNet-152 82.18 63.23 91.45

R50+ViT-L/32 83.5 66.35 92.79

Figure 7. (a) The confusion matrix for the extraction difficulty classification, (b) the ROC curve for
the extraction difficulty classification.

3.3. Classification of Likelihood of IAN Injury

Table 3 shows the evaluation results of the likelihood of IAN injury using the criteria
of accuracy, F1-score, and AUROC. As shown in Table 3, the Vision Transformer (R50+ViT-
L/32) had the highest classification performance. Figure 8a depicts a confusion matrix for
the classification of the likelihood of IAN injury using the Vision Transformer (R50+ViT-
L/32). According to the confusion matrix, about 27% of N.1 was misclassified as N.2, and
about 25% of N.3 was misclassified as N.2. Figure 8b shows the classification performance
for the likelihood of IAN injury using the ROC curve and AUC scores. We achieved high
AUC scores of 86.0–94.0% for every class. The results support that the extraction difficulty
of the mandibular third molar and the likelihood of IAN injury can be predicted with high
performance in panoramic radiographic images using a deep neural network.

Table 3. Likelihood of the IAN Injury classification result.

Model Accuracy (%) F1-Score (%) AUROC (%)

ResNet-34 77.27 70.99 86.02
ResNet-152 80.07 72.62 88.19

R50+ViT-L/32 81.1 75.55 90.02
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Figure 8. (a) The confusion matrix for the likelihood of IAN injury classification, (b) the ROC curve
for the likelihood of IAN injury classification.

4. Discussion

Before third molar extraction, the clinician should plan a surgical method for the
patient and consider potential complications such as IAN injury. Predicting extraction
difficulty and the likelihood of IAN injury are essential in advance to plan a surgical method
to minimize IAN injury, which is a complication that may occur after tooth extraction that
requires gum incision, tooth segmentation, and bone fracture according to the extraction
difficulty. As the population continues to increase, the number of patients who need third
molar extraction continues to increase. As a result, dentist fatigue and burden from di-
agnosing and treating patients may increase, potentially decreasing diagnosis accuracy.
Therefore, the demand for automatic diagnosis or prediction in oral and maxillofacial
surgery as well as various other medical fields is increasing. Many studies have reported
methods that can assist in clinical practice by reducing workload and fatigue, as well as
providing guidance to inexperienced dentists. These methods were implemented using
deep neural networks. Deep neural networks are applied to perform classification, detec-
tion, segmentation in various fields such as industry, medicine, and national defense. They
show good performance. Therefore, we can also improve the efficiency and accuracy of
diagnosis of third molar extraction using deep neural networks.

Various studies in dentistry have applied deep neural networks. Kim et al. estimated
a person’s age using CNN, the input of which was a manually cropped image of the
first molar in the panoramic radiographic image [15]. Vinayahalingam et al. used CNN
to classify third molar caries using a cropped image of the third molar in a panoramic
radiographic image [49]. Moreover, there have been studies on third molar extraction
using deep neural networks. Vinayahalingam et al. proposed a deep neural network that
can detect mandibular third molars and IAN in panoramic radiographic images, noting
that IAN injury can occur when mandibular third molars are extracted depending on the
location relationship between mandibular third molar and IAN [34]. Yoo et al. detected
mandibular third molars in panoramic radiographic images using SSD, an object detection
model, and predicted extraction difficulty based on the Pederson difficulty score (PDS)
as an input for the cropped image of detected mandibular third molar [35]. Additionally,
they mentioned the importance of location and distance relationship between the IAN and
mandibular third molar for the extraction difficulty of the mandibular third molar. Several
previous studies have emphasized the significance of IAN injury [28–30]. Previous studies
have limitations in that they do not predict the overall process of extraction difficulty and
complications [35,50]. Thus, we focused on the need for a technique that could predict
the entire process from diagnosis to prognosis by predicting the extraction difficulty and
possible complications.

Medical data is generated by humans; therefore, it is difficult to generate data ar-
bitrarily and limitations exist in class distribution and quantity. Our dataset has a class
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imbalance that detrimentally affects the classification performance. Thus, we used the
imbalanced dataset sampler to properly balance the classes in the dataset by increasing
the proportion of minor classes and decreasing the proportion of major classes through
resampling. Performance improvement was achieved by applying an imbalanced dataset
sampler. We used Vision Transformer, one of the best models for classification performance,
and confirmed the performance of Vision Transformer through comparative experiments
with CNN. Our dataset contains many panoramic radiographic images created using vari-
ous cone beam computed tomography (CBCT) techniques. Our deep neural networks were
trained and validated using this dataset. Therefore, we expect consistent performance in
various panoramic radiographic images.

Although the proposed method predicts the extraction difficulty and likelihood of
IAN injury automatically, which has performance limitations due to the dataset. The
classification model has better performance as it uses a large amount of balanced data.
However, the amount of data in our dataset varies by more than 50 times between the
largest and smallest classes. As a result, we anticipate performance increases when using a
large balanced dataset.

Extraction of the maxillary third molar is also a common procedure in oral and max-
illofacial surgery. Several studies have reported classification criteria for the extraction diffi-
culty of maxillary third molar and possible complications such as sinus perforation [51–53].
Necessary future work includes predicting the extraction difficulty of maxillary third molar
and possible complications.

5. Conclusions

This study demonstrates that a deep neural network can predict both the extraction
difficulty of mandibular third molars and the likelihood of IAN injury following extraction
in panoramic radiographic images. Our model has been trained and validated using a
large amount of data. Therefore, our model ensures consistent performance for panoramic
radiographic images of various patients. We achieve good results in performance criteria
such as accuracy, F1-score, and AUROC. These results support that automatic prediction
via deep learning contributes to the reduction in diagnostic time and effort by assisting
clinicians.
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