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Abstract

:

Aiming at the lack of active willingness of patients to participate in the current upper limb exoskeleton rehabilitation training control methods, this study proposed a radial basis function (RBF) sliding mode impedance control method based on surface electromyography (sEMG) to identify the movement intention of upper limb rehabilitation. The proposed control method realizes the process of active and passive rehabilitation training according to the wearer’s movement intention. This study first established a joint angle prediction model based on sEMG for the problem of poor human–machine coupling and used the least-squares support vector machine method (LSSVM) to complete the upper limb joint angle prediction. In addition, in view of the problem of poor compliance in the rehabilitation training process, an adaptive sliding mode controller based on the RBF network approximation system model was proposed. In the process of active training, an impedance model was added based on the position loop control, which could dynamically adjust the motion trajectory according to the interaction force. The experiment results showed that the impedance control method based on the RBF could effectively reduce the interaction force between the human and machine to improve the compliance of the exoskeleton manipulator and achieve the purpose of stabilizing the impedance characteristics of the system.
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1. Introduction


In recent decades, the incidence of upper extremity dysfunction caused by stroke has remained high; therefore, rehabilitation training and motor function remodeling of upper extremities has become a key research scope in the field of medical rehabilitation. An upper limb rehabilitation exoskeleton can effectively solve the issues of low efficiency, poor repeatability, and high cost of traditional rehabilitation training [1]. It can obtain accurate training data through various sensors [2], constantly update and formulate scientific and reasonable rehabilitation training methods, and allow for better deployment of follow-up treatment plans for patients to provide patients with more accurate treatment plans and improve the rehabilitation training effect.



A rehabilitation exoskeleton helps patients to perform relevant actions, which requires motion recognition and motion intent detection. During the process, relevant signals can be obtained through needle electrodes, surface electrodes [3,4,5], electroencephalography (EEG), pressure sensors, attitude sensors, pulse wave sensors, etc. Russell provided a definition for motion intent, aimed to systematically review current methods for sensing intent with a comparison of different methods, and proposed the possibility of combining the methods. This provides essential information on addressing task goal interference or predicting future actions [6]. Since sEMG has the characteristics of being advanced, highly correlated, safe, and easy to obtain, it was studied regarding the motion recognition of wrist, shoulder, and elbow joints of upper limbs, and some achievements were obtained. Thelen established a standard muscle balance model based on the Hill model [7]. Based on the analysis of the Hill-type muscle model, muscle-related parameters were used to characterize the relationship between EMG signals and dynamics-related quantities, and the nerve–muscle–skeletal excitation was further established. The system obtains joint moments and related physical quantities through contraction dynamics [8]. Sierotowicz et al. [9] proposed an actuated glove to detect the wearer’s motion intent, which was estimated using a machine learning algorithm based on muscle activity. Liang et al. [10] proposed a knee joint angle prediction model based on sEMG signals, which further combined the Gaussian process model with the nonlinear extrinsic input auto-regressive (NARX) model. A non-parametric probabilistic model was developed based on the physiological properties of muscle activation to achieve an accurate prediction of human motion. Ali et al. [11] proposed an alternative solution for mathematical muscle modeling using regression recurrent neural network (RNN)- and convolutional neural network (CNN)-based sEMG signals and completed an elbow joint angle prediction experiment. Zhang et al. [12] used support vector machine classifiers and genetic algorithms to classify gestures, focusing on the impact of different sEMG feature weights on the classification of similar grasping gestures. The results show that similar gestures have different sensitivities to sEMG features with different weights. Xu et al. [13] completed the related research on the energy kernel characteristics of an sEMG signal and proposed to analyze the energy kernel phase diagram of an sEMG signal based on a convolutional neural network to complete the process of gesture recognition. Tigrini et al. [14] proposed a pattern recognition approach for the shoulder to solve the motion intention detection problem based on sEMG. Linear discriminant analysis (LDA) and multinomial logistic regression (MLR) were used to classify a motion intention model with different feature sets. The experimental results demonstrated that the pattern recognition control is sufficient for solving the motion intention detection problem.



After completing the joint angle prediction based on the sEMG, there are two types of control methods that allow a rehabilitation exoskeleton to improve human–computer interaction performance and realize the flexible movement of the upper limb rehabilitation training [15]. Passive control mainly facilitates the human–machine coupling process using physical structures. Active control means that the sensor at the end of the robot actively detects the information of the interaction between the system and the environment, feeds it back to the control system, and completes the trajectory correction according to the feedback amount to achieve the purpose of compliant control [16]. The proportional–integral–differential (PID) control scheme adopted by the MITMANUS product developed by the Massachusetts Institute of Technology in the United States [17], the dual-mirror rehabilitation training scheme adopted by Stanford University [18], and the passive mode in the arm therapy robot ARMin all have certain effects [19]. Although passive control methods can help subjects follow the predetermined trajectory with high accuracy, they do not guarantee the comfort and safety of the subjects’ upper limb activities [15]. Thus, active compliance control emerges as the times require. The force/position hybrid control method proposed by Raibert [20] et al. decomposes the corresponding interactive forces and positions into their respective orthogonal subspaces and controls each of them to achieve a certain compliance effect. The impedance control and admittance control algorithms proposed by Hogan et al. [21] use the relationship between the force and the position of the robot end to adjust the dynamic impedance characteristics of the system so that the system can express external compliance. Yang et al. [22] proposed a hybrid active control algorithm combined with human motion intention and verified the effectiveness of the control algorithm based on the human upper limb model and the minimum continuous motion estimation model. Li et al. [23] proposed a variable admittance control method based on human intentions, environmental forces, and environmental stiffness to address physical human–robot interaction (pHRI) coupled to environments of unknown stiffness.



To the best knowledge of the authors, the original contributions of this article are summarized in the following points:




	(1)

	
We proposed an sEMG-based LSSVM joint angle prediction model to obtain the patient’s motion intention. According to the physiological characteristics of sEMG, the preprocessing and feature extraction were completed, and the feature optimization of time difference compensation was introduced for the time delay problem that exists in real-time processing.




	(2)

	
An adaptive sliding mode controller based on an RBF network approximation was proposed for exoskeleton control, which improved the fast approximation ability of the model and the compensation for uncertainty disturbance. The error of the trajectory tracking was dynamically adjusted by acquiring the human–computer interaction force to ensure the flexibility of the rehabilitation process.









The remainder of the paper is organized as follows: Section 2 briefly introduces the joint angle prediction method based on sEMG. In Section 3, the controller design based on an RBF network was proposed. Section 4 presents the experimental settings and results. The conclusion and future work are presented in Section 5




2. Estimation of Joint Motion Intention Based on sEMG


2.1. sEMG Signal Pre-Processing


Aiming at issues such as the noise interference of the original sEMG signal and the sampling rate not being aligned, signal preprocessing was conducted in this study. First, since the sEMG signal was very weak, it needed to be amplified 1000 times after acquisition. In addition, in order to filter out noise signals outside the effective energy band, filtering was required. According to the characteristics of the sEMG signal, the IIR-type Butterworth filter was selected in this study to remove the information outside the frequency band of the sEMG effective energy, and then the ideal frequency domain response curve could be obtained. The filter gain    G     ( ω )    is


   G 2  ( ω ) = | H ( j ω )  | 2  =    G 0 2    1 +    (   ω   ω c     )    2 n      



(1)




where  n  is the order of the filter,    G 0    is the DC gain coefficient, and    ω c    is the cut-off frequency.



Relevant parameters are set to complete the filter design. The time-domain waveform and unilateral spectrum of the sEMG signal after filtering are shown in Figure 1. Since the filtering was mainly for frequency interception, the amplitude before and after filtering was basically unchanged, the filtered signal had fewer burrs, the high- and low-frequency signals were basically filtered out, and the signal energy was concentrated within 500 Hz. It can be observed that there was still 50 Hz power frequency interference in the sEMG signal. There are many ways to solve such problems, but relevant information will be lost after removal. Therefore, this study did not manage the power frequency interference.



Since the order of magnitude of each eigenvalue was different, in order to ensure the consistent input distribution and speed up the model calculation and convergence speed, the maximum and minimum method was used to complete the normalization process and the eigenvalue    x i    was normalized between the values [−1, 1] using


   x i ′  = − 1 +   2 (  x i  −  x  min   )    x  max   −  x  min      



(2)




where    x i ′    is the normalized value and    x  max     and    x  min     are the maximum and minimum values of the eigenvalues of the normalization process, respectively.



The processed signal had redundant information and could not be directly used to identify human motion intentions. In order to further improve the prediction speed, accuracy, robustness, and generalization of the model, it was necessary to convert the original EMG signal into a set of eigenvalues that could clearly represent the physical quantities of joint motion. According to the literature [24], the eigenvalues that have a greater influence on the prediction and the eigenvalues that are not sensitive to electrode offset are selected, and then the feature space is constructed to improve the robustness of the system. The root-mean-square (RMS) signal wavelength (WL), zero crossing (ZC), and attitude acceleration eigenvalues were selected as the eigenvalues of this study, and the mixed vector was formed with attitude angle.



	(1)

	
The RMS reflects the validity of the signal, which is expressed as


  R M S =    1 N    ∑  i = 1  N    x 2  ( i )      



(3)




where x(i) is the sEMG amplitude sampling sequence and N is the number of sampling points in the moving sliding window; in this study, N was 256.




	(2)

	
The WL reflects the degree of cumulative change of the sEMG during a period, which is expressed as


  W L =   ∑  i = 1   N − 1     |  x ( i + 1 ) − x ( i )  |     



(4)








	(3)

	
The ZC points are the number of crossings between the amplitude of the sEMG signal and a certain coordinate threshold, which represent an approximate estimation of the frequency domain characteristics as


   Z C =   ∑  i = 1   N − 1     |  sgn ( −  x i   x  i + 1   )  |   ∩   |   x i  −  x  i + 1    |      ≥ threshold    sgn ( x ) =  {      1  ,    i f   x ≥ threshold       0  ,    i f   x ≥ threshold         



(5)











The data set was established based on the above description as


  X = [  x 1  ,  x 2  , … ,  x n  ]  



(6)




where    x i    is    [   x  WLi   ,  x  RMSi   ,  x  ZCi   ,  x  ai    ]    and represents the combined sequence of all eigenvalues in the ith group; n is the number of labels.


  Y = [  y 1  ,  y 2  , … ,  y n  ]  



(7)




where    y i    is the angle of the joint action corresponding to the discrete sampling points; then, the training sample set (x, yi) (i = 1, 2, …, n) is constructed.



In this study, the correlation coefficient (CC) and the root-mean-square difference (RMSE) were selected as the evaluation effects of the regression prediction of the human elbow joint angle, where CC is


  C C =   C o v (  θ e  ,  θ a  )     D (  θ e  ) D (  θ a  )      



(8)




where    θ e    is the predicted angle,    θ a    is the actual angle, Cov is the covariance, and D is the variance. The performance of the estimation is better as the result approaches 1. Meanwhile, the coefficient RMSE works the opposite way, where the RMSE is


  R M S E =       ∑  i = 1  N     (  θ e  −  θ a  )  2     N     



(9)




where N is the number of predicted numbers.




2.2. Joint Angle Prediction Based on LSSVM


This study proposed using machine learning to build a mapping model to complete the continuous motion regression estimation. The least-squares support vector machine (LSSVM) replaces the traditional support vector machine and maps the original data to a high-dimensional feature space to achieve linear regression [25,26]. The data set is transformed from the current space to the high-dimensional feature space through the nonlinear function   φ  ( x )   , that is


  φ (  x i  ) = ( ϕ (  x 1  ) , ϕ (  x 2  ) , … , ϕ (  x n  ) )  



(10)




where   φ  (   × i   )    is the ith group of eigenvalues of the input joint angle prediction model and   ϕ  (   × 1   )   ,   ϕ  (   × 2   )   ,⋯  ϕ  (   × n   )    are the n elements that constitute the input.



The loss function of the optimal problem (calculation formula for structural risk) is


  min J ( U , e ) = min (  1 2   U T  U + C   ∑  i = 1  n    e i    2    )  



(11)




where U is the support vector machine weight space;    e i    is the allowable error between the predicted value and the actual value; and C is the penalty term coefficient (normalization parameter), which is used to adjust the model structure.



The loss function of the optimization problem used to construct the regression model of the least square method is


   y i  =  U T  φ (  x i  ) + b +  e i    i  = 1 , 2 ,  … , n  



(12)




where    y i    is the output label corresponding to the ith group of eigenvalues and b is the intercept term coefficient.



The Lagrange multiplier method was used to transform (11) and (12) into


  L ( U , b ,  e i  , α ) = J ( U , e ) −   ∑  i = 1  n    α i  (  U T  φ (  x i  ) + b −  y i  )    



(13)




where   α =  [   α 1  ,  α 2  , …  α n   ]    is Lagrange multiplier coefficient.



Taking the partial derivatives of   U ,   φ ,    e i  ,   a n d   b   based on Karush–Kuhn–Tucker (KKT) rules gave


   {        δ L   δ U   = 0         δ L   δ b   = 0         δ L   δ α   = 0         δ L   δ  e i    = 0       →  {      U =   ∑  i = 1  n    α i    φ ( x )         ∑  i = 1  n    α i    = 0        y i  =  U T  φ (  x i  ) + b +  e i         α i  = C  e i         



(14)







The model parameters could be obtained by converting the above formula into a linear equation system:


   [     0   1   1   1   1     1    K (  x 1  ,  x 1  ) +  1  2 C       K (  x 1  ,  x 2  )    ⋯    K (  x 1  ,  x n  )      1    K (  x 2  ,  x 1  )     K (  x 2  ,  x 1  ) +  1  2 C      ⋯    K (  x 2  ,  x n  )      ⋮   ⋮   ⋮   ⋱   ⋮     1    K (  x n  ,  x 1  )     K (  x n  ,  x 2  )    ⋯    K (  x n  ,  x n  ) +  1  2 C        ]   [     b       α 1         α 2       ⋮       α n       ]  =  [     0       y 1         y 2       ⋮       y n       ]   



(15)







Equation (15) could be simplified to


   δ N  =  [     0     H T       H    Ω +  C  − 1   I      ]   Y N   



(16)




where    δ N  =   [ b ,  α 1  , .. ,  α N  ]  T    are the model parameters,   H =   [ 1 , 1 , … , 1 ]  T   , and    Y N  =   [ 0 ,  y 1  ,  y 2  , … ,  y n  ]  T   .



The kernel function of the LSSVM algorithm satisfies the Mercer condition, which is


   Ω  i , j   = φ (  x i  ) φ (  x j  ) = K (  x i  ,  x j  )   i , j = 1 , 2 , … , N  



(17)




where K is the kernel function, which represents the inner product between each element in the high-dimensional feature space.



The Gaussian kernel function selected in this study was


  K ( x ,  x i  ) = exp  (    −    ‖  x −  x i   ‖   2    2  σ 2     )   



(18)







Thus, the estimated angle y for the new output vector x was


   y ^  =   ∑  i = 1  N    α i    K ( x ,  x i  ) + b  



(19)









3. Controller Design Based on RBF


In this study, a sliding mode controller based on variable structure control was designed for passive rehabilitation motion control of the upper limb exoskeleton. Expressing the general form dynamics model of the upper limb exoskeleton as a state-space equation, we have


   {      Δ M = M −  M 0        Δ C = C −  C 0        Δ K = K −  K 0        Δ  τ d  =  τ d  −  τ  d 0          



(20)




where    M 0    is the nominal value of the inertia matrix, ∆K is the estimated error of the inertia matrix,    C 0    is the nominal value of the Coriolis force matrix, ∆C is the estimated error of the Coriolis force and the centripetal force matrix,    K 0    is the estimated value of the gravity term, ∆K is the estimated error of the gravity term,    τ  d 0     is the nominal value of the external disturbance, and   Δ  τ d    is the estimated error of the disturbance.



The sliding surface function is defined as


  R =  e ˙  + P e  



(21)




where   P =  P T  =   [  p 1     p 2    …    p n  ]  T  > 0  , and   e → 0   while   R → 0  .



From (21), we obtained


   q ˙  = − R +   q ˙  d  + P e  



(22)







Combining (22) with the exoskeleton Lagrangian dynamic model, we obtained


    M  R ˙  = M (   q ¨  d  −  q ¨  + P  e ˙  ) = M (   q ¨  d  + P  e ˙  ) − M  q ¨      = M (   q ¨  d  + P  e ˙  ) + C  q ˙  + G + F +  τ d  − τ     = M (   q ¨  d  + P  e ˙  ) − C R + C (   q ˙  d  + P e ) + G + F +  τ d  − τ     = − C R − τ + f +  τ d     



(23)







It can be seen that this model contained all the estimated model information of the upper limb exoskeleton, including gravity, friction, and interference, as we considered the motor as a connecting rod, Therefore, the whole system could be approximated by the RBF network, and then a sliding mode robust controller that did not require model information was designed.



The Gaussian kernel function was designed as


   φ j  = exp    ‖  x −  c j   ‖     σ j    2    ,    j = 1 , 2 ,  …  , m   



(24)






  f ( x ) =  W T  φ + ε  



(25)




where   x =  [  e    e ˙     q d      q ˙  d       q ¨   d   ]    is the input of the RBF network, W is the desired ideal weight of the network,    φ j    is the intermediate function, and ε is a very small positive real number.



Then, we obtained


   f ^  ( x ) =   W ^  T  h  



(26)




where    f ^   ( x )    is the approximation term to   f  ( x )   ,    W ˜  = W −  W ^   , and     | | W | |  F  ≤  W  max    .



Combining (25) and (26), we obtained


  f −  f ^  =  W T  φ + ε −   W ^  T  h =   W ˜  T  h + ε  



(27)







The control law was designed as


  τ =  f ^  +  K s  R − υ  



(28)




where    K s    is the sliding mode surface function coefficient and   υ = −  (   ε n  +  a d   )  sgn ( R )   is the robust term, which is used to overcome the unstable error.



In order to update and adjust the RBF network weight parameters, we set the RBF network weight adaptive law as


    W ^  ˙  = L φ  R T     (  L =  L T   > 0 )   



(29)







Substituting (28) into (23), we obtained


    M  R ˙  = − C R − [  f ^  +  K s  R − υ ] + f +  τ d      = − (  K s  + C ) R +   W ˜  T  φ + ( ε +  τ d  ) + υ = − (  K s  + C ) R +  η 1     



(30)




where    η 1  =   W ˜  T  φ +  (  ε +  τ d   )  + υ  .



The Lyapunov function was constructed as


  V =  1 2   R T  M R +  1 2  t r (   W ˜  T   L  − 1    W ˜  )  



(31)







Taking the derivative of both sides of (31), we obtained


   V ˙  =  R T  M R +  1 2   R T   M ˙  R + t r (   W ˜  T   L  − 1     W ˜  ˙  )  



(32)







Substituting (30) into (32), we obtained


   V ˙  = −  R T   K s  R +  1 2   R T  (  M ˙  − 2 C ) R + t r   W ˜  T  (  L  − 1     W ˜  ˙  + φ  R T  ) +  R T  ( ε +  τ d  + υ )  



(33)







The manipulators had the following mathematical properties according to [27]:




	(1)

	
The oblique symmetry of the dynamic model of the robotic arm system:    R T   (    M ˙   − 2 C  )  R = 0  ;




	(2)

	
   R T     W ˜   T  φ =  tr     (     W ˜   T     φ R   T   )   ;




	(3)

	
    W ˜  ˙  = −   W ^  ˙  = −    L φ R   T   .









Thus, we obtained


   V ˙  = −  R T   K s  R +  R T  ( ε +  τ d  + υ )  



(34)







Since


     R T  ( ε +  τ d  + υ ) =  R T  ( ε +  τ d  ) +  R T  [ − (  ε n  +  a d  ) sgn ( R ) ]     =  R T  ( ε +  τ d  ) −  ‖ R ‖  (  ε n  +  a d  ) ≤ 0    



(35)




we obtained


   V ˙  ≤ −  R T   K s  R ≤ 0  



(36)







Since   V > 0   and    V ˙  ≤ 0  , R and W are bounded. Therefore, since   R = 0   when    V ˙  = 0  , it can be judged that the closed-loop system is asymptotically stable; therefore, when   t → ∞ ,   R → 0  , then   e → 0 ,    e ˙  → 0  .



In the active rehabilitation stage, we added an impedance feedback model on the basis of the RBF network approximated controller to realize the compliant control process instead of only considering the position error as gradually converging to 0. The impedance relationship of the system was


   F e  = M Δ  θ ¨  + B Δ  θ ˙  + K Δ θ  



(37)




where   Δ θ  ,   Δ  θ ˙   , and   Δ  θ ¨    are the differences between the expected value and the actual value of angle, angular velocity, and angular acceleration, respectively;    F e    is the local contact force between the exoskeleton robot and the limb;  M  is the system inertia parameter matrix;  B  is the system damping parameter matrix; and  K  is the system stiffness matrix.



By performing an inverse Laplace transform on (37), we obtained


  Δ θ =  θ d  − θ =  1  M  S 2  + B S + K    



(38)







The aforementioned control model was used as the inner loop, the outer loop adopted the impedance control model, and the LSSVM model was used as a feed-forward input to obtain the desired trajectory point generated by the patient, calculate the required control input torque through the sliding mode adaptive law, and input it to the virtual prototype model to allow for settlement of human–computer interaction torque.




4. Main Results


4.1. Joint Angle Prediction Experiment Based on LSSVM


In this study, the elbow joint rehabilitation training was studied, and the positions of the sEMG and the pose sensor in the experiment are shown in Figure 2. In order to prevent the electrode from shifting during the movement, the sensor was fixed with medical tape and a wrist guard.



First, the range of parameters C and  σ  were determined in the three-dimensional space, as shown in Figure 3a. After that, the method of subsection local optimization was adopted. Since the selection of hyperparameters did not have a great impact on the range of RMSE values, a smaller step size was not necessary, as shown in Figure 3b. According to the grid color, the influence of the two different ranges on RMSE was determined as shown in the figure, and the hyperparameter of the experimental object was finally determined as (C, σ) = (4.53, 51.56). The time difference compensation processing was performed on the LSSVM, and the result is shown in Figure 4. It was obvious that the error between the desired value and the estimated value was acceptable.



The backpropagation neural network (BPNN) was chosen to compare with the LSSVM algorithm. The number of nodes in the hidden layer of the BPNN was set to 5, the number of iterations was set to 1000, the network learning rate and the final target error were set to 0.01 and 0.00001, and the interval between the hidden layer and the output layer was selected. The transfer functions were the sigmoid function and the linear transfer function. In order to visually compare the prediction performance of the two methods, the error is shown in Figure 5. It can be seen intuitively from the figure that the output error of the LSSVM prediction algorithm was smaller compared with the manual adjustment of the optimal parameters; therefore the LSSVM algorithm was better than the BPNN at predicting the joint angle error of patients.




4.2. Passive Rehabilitation Training Experiment


In order to realize the teaching reproduction of passive training, the joint actuator trajectory points needed to be captured first. The experimental process is shown in Figure 6. The simulated patient used the upper limb to drive the exoskeleton robotic arm. The encoder recorded the current trajectory position point and used passive training to control the desired trajectory point. The obtained shoulder joint trajectory and elbow joint trajectory are shown in Figure 7 and Figure 8, respectively. The results showed that the actual trajectory was basically consistent with the expected trajectory, and the local jitters indicated the instability of the control input torque caused by the change of current noise, which led to the position deviation of the actuator. Due to the large moment of inertia of the motor, the speed could not be converted in time at the highest position point, and the newly issued position command changed to a certain tracking error. It can be clearly seen that this kind of position change was unavoidable.



The red lines in Figure 7 and Figure 8 represent the joint trajectory points recorded in the current mode, the blue dot-dash line represents the RBF sliding mode impedance control method, and the green line represents the set proportional–integral (PI) position loop mode. From the comparison of the errors, it was found that the tracking effect of the RBF sliding mode control was better than that of the PI mode. At the same time, observing the two figures, it can be seen that the different control algorithms had a certain deviation compared with the expected trajectory. There was a certain time delay caused by the system approximation when applied to the hardware. The sliding mode control delay effect of the RBF network approximation was significantly better than that of the PI mode.




4.3. Active Rehabilitation Training Experiment


As mentioned above, the rehabilitation experimental movements designed in this study were aimed at the degree of freedom (DoF) of flexion/extension of the elbow joint, that is, only the actuator at the elbow joint was used. The control block diagram of active rehabilitation training is shown in Figure 9. The perception module was used to obtain the relevant posture information and sEMG information required for motion recognition, and the feature values in the sliding window were preprocessed and extracted, and then input into the offline trained LSSVM model. The conversion of the control amount was input into the joint actuator, and the RBF sliding mode controller realized the position inner loop control while the impedance outer loop controller maintained the impedance relationship between the patient and the manipulator and realized the compliance control process based on the desired trajectory. The entire closed-loop rehabilitation training process completed the perception, decision-making and control steps in one control cycle, realizing active rehabilitation training for patients.



Due to the noise and sudden change in the position, the prediction results of the sEMG could not be applied directly to the actuator. Therefore, a fourth-order Butterworth filter was used to process the prediction results, where the low-pass cut-off frequency was set to    f c  = 10    Hz   , and the stepping position of the actuator was set to be no greater than 0.5R to avoid the generation of human–robot interaction forces due to large prediction values.



The processed trajectory curve was relatively smooth, as shown in Figure 10. It can be observed that muscle instability of patients led to changes in the sEMG signals at the highest point, and further led to a decrease in the predicted trajectory within the range of the maximum prediction error    e  max    , which was approximately equal to the mean absolute error (MAE). There was a certain control time delay in the active control process of the predicted expected trajectory points, but the overall tracking performance was good.



The elbow joint torque and the human–robot interaction torque were obtained, as shown in Figure 11. Since the initial position was not completely vertical in the sagittal plane, the initial torque was not 0, and the whole process could basically reflect the movement changes. The human–robot interaction torque was maintained at about 0.2 Nm and there were slight fluctuations, which were due to the actual human–robot interaction process. In summary, the sliding mode adaptive impedance algorithm based on the sEMG recognition could accurately obtain the patient’s motion intention and assist the patient in rehabilitation training, which has certain application value in the field of rehabilitation training.





5. Conclusions


This study mainly analyzed the problems of insufficient human–computer interaction in upper limb exoskeleton rehabilitation training and proposed a rehabilitation training control method based on sEMG active motion intention recognition. A joint angle prediction model based on LSSVM was established to obtain the patient’s motion intention. In addition, in view of the complex calculations of the nonlinear system dynamics model of the strongly coupled upper limb exoskeleton and the disturbance of environmental uncertainty, an adaptive sliding mode passive control and sliding mode variable impedance active control algorithm based on RBF network approximation were proposed. The experimental test results showed that the passive control method reduced the torque chattering problem in the process of trajectory tracking and reduced the trajectory error. This method could effectively approximate the nonlinear system dynamics model of the exoskeleton manipulator and reduce the calculations in the system. The complexity improved the computing efficiency and the robustness of the control system, sped up the dynamic response time of the system, and improved the strong coupling of the system. The active control method integrated the patient’s movement intention and reduced the human–computer interaction force in the training process, which realized the flexible movement of the upper limb rehabilitation exoskeleton. Aiming at the perception decision making and control of the upper limb exoskeleton manipulator under rehabilitation training, this study completed the overall design of the upper limb exoskeleton rehabilitation training system and the research on the control method of active and passive compliance rehabilitation training, which provides a new method for the control research of rehabilitation robots.



Although the feasibility and stability of the proposed method were clarified, there were still some limitations to our work that we need to state. First, this research aimed to assist hemiplegia patients to realize rehabilitation training with upper limb exoskeleton. However, due to the COVID-19 and research conditions, we could not conduct experiments with the participation of real patients to verify the angle prediction accuracy of a diseased upper limb. Second, the trajectory tracking based on an sEMG reconstructed angle scheme is vulnerable to system uncertainties and disturbances, which often leads to performance degradation. In future work, event-triggered sliding mode control (ETSMC) will be applied to our work since ETSMC can reduce the high-frequency chattering using the symbolic function. In this way, resources can be used reasonably and effectively, and the working time of the controller can be extended.
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Figure 1. sEMG characteristics with a filter: (a) amplitude comparison and (b) spectrum comparison. 
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Figure 2. Joint angle prediction experiment platform. 
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Figure 3. Hyperparameter piece-wise optimization: (a) hyperparameter with a small step size and (b) hyperparameter with a large step size. 
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Figure 4. Joint angle prediction error with LSSVM. 
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Figure 5. Prediction error comparison with different methods. 
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Figure 6. Passive rehabilitation training experiment platform. 
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Figure 7. Elbow joint trajectory diagram. 
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Figure 8. Shoulder joint trajectory diagram. 
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Figure 9. Active rehabilitation training control system. 
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Figure 10. Comparison of predicted trajectory and processed trajectory. 
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Figure 11. Human–machine interaction torque. 
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