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Abstract: Tunneling in mixed ground often results in severe torque fluctuations and a low advance
rate. Therefore, choosing a reasonable set of parameters for accurate advance rate prediction is
paramount to reduce cutter wear and improve tunneling efficiency. However, since the geological
parameters in mixed ground conditions are diverse and uncertain, the prediction of the advance rate
(AR) of EPB shield tunneling is significantly more difficult than that in homogeneous ground (i.e.,
full-face hard-rock ground). In addition, the operating parameters of the EPB shield tunneling can
be subjective and suboptimal, and each of them has some intricate influence on AR. In this paper,
an optimized back-propagation neural network by genetic algorithm (BPNN-GA) was proposed for
reasonable operating parameter selection and accurate AR prediction, and four typical machine learn-
ing methods were used for comparison. Five processing strategies with different input parameters
were also proposed and compared to determine the optimum selection of geological parameters in
mixed ground conditions. The proposed models with strategies were adopted in the case study of
the Nanjing Metro Line S6 project, and a total of 1188 rings of datasets were used for this study. The
results showed that the proposed modified BPNN with the genetic algorithm could be effectively
implemented for the AR prediction. It concluded that Strategy B—i.e., using the composite ratio and
the geological parameters of each layer as input—was the best strategy in mixed ground conditions
for advance rate prediction. Hence, a high correlation between measured and predicted AR was
observed in this study with a correlation coefficient (R2) of 0.920.

Keywords: EPB shield tunneling; mixed ground; advance rate prediction; machine learning;
genetic algorithm

1. Introduction

Earth pressure balance (EPB) shield tunneling is extensively used in civil construction
for its fast and safe characteristics [1,2]. In the construction of subways and some infrastruc-
ture tunnels, the advantages of using EPB shield tunneling over traditional construction
methods are significant [3]. However, the use of EPB shield tunneling is highly dependent
upon the operators. That is, the operators need to adjust the operating parameters of the
shield machine constantly to maintain a reasonable advance rate and control the shield
attitude, which is neither efficient nor safe. Furthermore, with the increase in engineering
projects, we encounter more and more composite strata, and these are easily found in many
engineering projects in southern coastal cities of China, such as Guangzhou, Nanjing, Xia-
men, etc. Tunneling in complex and mixed ground conditions often results in accidents [4].
Therefore, it is necessary to determine the influencing factors and implement accurate
predictions [5]. With the rapid development of computer technology and applications
of machine learning [6], the powerful learning capabilities and modeling capabilities of
machine learning appeared. Therefore, this paper will aim to establish a high-precision
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prediction model of advance rate in mixed ground using machine learning method, and
propose feasible suggestions for parameter selection in the current research.

In the past, there were many detailed studies conducted on the excavation process and
stress state of the tunnel shield machine. In that period, many theoretical and empirical
formulas were proposed. The most famous model is the Colorado School of Mines (CSM)
model [7]. This model comprehensively considered rock mass parameters such as uniaxial
compressive strength and tensile strength, as well as cutter characteristics. In recent years,
some models that use more data and more factors have also been proposed. Shi et al. [8]
proposed a theoretical model which considered several factors that are responsible for the
resistance torque. Kim et al. [9] did a lot of tests, and found a link between thrust and
torque. Zhao et al. [10] proposed a model that connected the cutterhead torque with the
penetration. It proved that the parameters on the EPB shield tunneling did have some
inner relationship. However, too much simplification is used in these models mentioned
above, which means that these models need a lot of empirical parameters, and this may
make them unable to accurately predict the parameters of the shield machine, cause safety
hazards, or require more time.

Numerical simulations based on finite difference and finite element methods, as a pop-
ular method in modern times, can effectively simulate the shield tunneling process, and then
the force and deformation at different times and states can be obtained. Alsahly et al. [11]
proposed a computational framework for the simulation of the advancement and the exca-
vation process of tunnel boring machines (TBM) in mechanized tunneling. Lee et al. [12],
using a coupled discrete element method (DEM) and a finite difference method (FDM),
simulated EPB shield tunneling and the torque, thrust, chamber pressure, discharge, and
settlement data were successfully simulated. However, due to the large amount of calcula-
tion in numerical simulation, the calculated results are only applicable to specific strata, and
implementing additional models is necessary for different strata to reduce the robustness
of the model, which make it unable to be used in mixed ground conditions.

In addition to the two methods above, artificial intelligence methods have also played
a vital role in the construction field in recent years. Machine learning (ML) advances the
traditional observational method by employing data analysis and pattern recognition tech-
niques, so the nonlinear relationship between shield tunneling parameters can be analyzed,
which can make the model show the high levels of accuracy [13]. In the machine learning
area, Yagiz et al. [14], Mobarra et al. [15], Salimi [16], and Koopialipoor et al. [17] used arti-
ficial neural networks (ANNs) or deep neural networks (DNNs) to predict the penetration
rate of the TBMs and could realize a highly accurate estimation. Chen et al. [18] compared
the accuracy and computational time of back-propagation neural network (BPNN), radial
basis function neural network (RBFNN), and general regression neural network (GRNN),
showing the power of neural networks. In order to cover the time series effect of shield
tunneling data, Gao et al. [19] and Chen et al. [20] used long-short term memory (LSTM)
networks, which can combine the previous learning information with the current input
to generate the current output and it can effectively overcome the drawback of gradient
explosion or gradient vanish caused by recurrent neural networks (RNNs). Lin et al. [6]
presented a hybrid model that used particle swarm optimization (PSO) algorithm to de-
termine the hyperparameters for the LSTM neural network which performed better than
the single model of LSTM. Despite all of the aforementioned studies, it is believed that
machine learning can achieve good predictions of shield tunneling parameters.

Though great advances have been made in shield tunneling parameters prediction,
most of these studies focus on a single formation, which means the geological conditions
do not change much or even change with the advancement of shield tunneling. However,
the mixed ground, as one of the adverse geological conditions [2], is very common in
engineering. Adverse geological conditions can strongly affect TBM advance rate and
cutter wear, therefore it is necessary to propose a model that can predict the construction
parameters of shield tunneling under the condition of mixed ground in order to better en-
sure the safety of shield construction. Wang et al. [5] mentioned that their model was based
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on mixed ground, but the input parameters in the advance rate predictive model include
slurry pressure, cutterhead torque, total thrust, rotation speed, pump pressure of thrust
cylinders and flow rate in the feed and return line, and those parameters cannot reflect
the effects of mixed ground. Fortunately, some scholars have found some relationships
between mixed ground and penetration rate through data analysis, and these findings can
provide some inspiration. Tóth et al. [21] obtained a model for calculating the penetration
rate of a TBM in a mixed ground; however, the model’s accuracy was not high enough
and the method used was only mathematical statistics. Zhou et al. [22] assumed that the
mixed-face ground included a general soft ground formation and a hard rock formation
simultaneously. Based on this assumption, force on the disc cutters and drag bits can
both be calculated separately. Consequently, the torque and friction on the entire shield
machine cutterhead can be calculated. Through those previous studies, we believe that it is
scientific and feasible to realize the prediction of the advance rate of shield tunneling in
mixed ground.

In this study, an advance rate prediction model based on genetic algorithm (GA) and
back-propagation neural network (BPNN) was developed, and some other machine learn-
ing methods were used for comparison and demonstration. All the methods considered
the mixed ground situation and could achieve a high-accuracy prediction. The paper is
organized as follows: In Section 2, the methodology of the BPNN and GA is introduced,
and the mixed ground strategy for the parameter selection is proposed. In Section 3, the
proposed model is applied to a tunnel project in Nanjing for demonstration. In Section 4,
corresponding evaluation metrics are used to find the most suitable method for forecasting
the advance rate of shield tunneling in mixed ground, and the results are presented. In
Section 5, some conclusions and drawbacks of this study are summarized.

2. Methodology and Strategy

The following methods that used in this study include: multiple linear regression
(MLR), k-nearest neighbor (KNN), support vector regression (SVR), the classification and
regression tree (CART), and back-propagation neural network (BPNN). These algorithms,
as well as the genetic algorithm as an optimization, will be introduced in order below. In
addition, the parameter preprocessing strategy for mixed ground condition will also be
introduced in this section.

2.1. Multivariate Linear Regression

Multivariate linear regression (MLR) is one of the simplest and fastest predictive
models. It uses the optimal combination of multiple independent variables to predict or
estimate the dependent variable, which is more effective and more practical than using only
one independent variable to predict or estimate. The equation is presented as Equation (1):

y =
n

∑
i=1

dixi + b (1)

where y is the output, n is the number of features, di and b are the parameters that can be
obtained by the least squares method, xi is the input value.

2.2. K-Nearest Neighbor

K-nearest neighbor regression (KNN) adopts the idea of clustering. It can not only deal
with classification problems, but also solve regression problems. The algorithm finds the
K-nearest neighbors of a sample and assigns the average value of a certain attribute (some)
of these neighbors. Given the sample, the value of the attribute corresponding to the sample
can be obtained, thereby obtaining the output value Y. This algorithm is simple and easy to
use. It determines the relationship between the target point and each point in the training
set by calculating the spatial distance of the multi-dimensional vector, making it suitable for
nonlinear problems. The algorithm has also been selected as the top 10 algorithms in data
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mining [23]. The distance calculation formula used in the K-nearest neighbor algorithm is
usually Euclidean distance, which can be defined as Equation (2):

d(x, y) =

√
n

∑
i=1

(xi − yi)
2 (2)

where n is the dimension of the input data, and xi and yi represent the value of the target
point and the training set point in each dimension respectively.

2.3. Support Vector Regression

Since Corinna Cortes and Vladimir Vapnik proposed the support-vector network and
applied it to the handwritten character recognition problem [24], this method had been
used in various fields. Originally, support vector machine was only used for classification
problems. Later, some scholars extended it to the field of regression and proposed support
vector regression [25]. The algorithm treats all data as one class, and searches for a hyper-
plane in a high-dimensional space so that the total deviation of the distance from all sample
points to the hyperplane is minimized to achieve regression. SVR is quite effective to solve
the regression problems of high-dimensional features, and it can still maintain good results
when the feature dimension is greater than the number of samples. Additionally, it is not
easily affected by noisy data, and overfitting is not prone to occur. The biggest feature of
the SVR is that it uses a soft boundary. If the sample point is close enough to the regression
model—that is, it falls within the interval boundary of the regression model—the loss is
not calculated for the sample, and the corresponding loss function is called ε-insensitive
loss function. It can be defined as Equation (3):

L(y) = max(0, | f (x)− y| − ε) (3)

where f (x) is the regression function, and ε is a hyperparameter that determines the width
of the interval boundary which should be defined by the user.

According to Equation (3), only when the outlier is more than a distance from our
regression function will it be included in our function loss; otherwise, it has no effect on the
regression equation. As for the regression function, it can be written as

f (x) =
n

∑
i=1

ωi ϕi(x) + b (4)

where ωi is the adjustable weight vector and b is the bias, and ϕi(x) is the kernel which can
map the input space into a high-dimensional feature space. The kernel used in this paper is
the radial basis function (RBF).

2.4. Classification and Regression Tree

Classification and regression tree (CART) is a regression method for nonparametric
classes. It can be used to solve both classification problems and regression problems.
CART mainly consists of the following two parts: first, a decision tree is generated based
on the training dataset; second, the generated tree is pruned and the optimal subtree is
selected. At this time, the minimum loss function is used as the criterion for pruning. CART
automatically selects features, allows it to be used with a large number of features, fits
certain types of data potentially much better than linear regression, and does not require
specialized statistical knowledge for interpretation, so it can be highly effective.

2.5. Back-Propagation Neural Network

Back-propagation neural network (BPNN) is one of the most popular neural networks
which was proposed by Rumelhart et al. [26]. Like a neural network, it also consists of an
input layer, one or multiple hidden layers, and an output layer, each of which has one or
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more neurons. The neurons in different layers are connected to each other. After we feed
the data into the model, the result of the hidden layer can be calculated by Equation (5):

Hj = f

(
n

∑
i=1

ωijxi + aj

)
(5)

where xi is the input value, Hj is the result of the hidden neuron j, n is the number of the
hidden neuron, ωij is the weight on the connection between the input and the hidden neuron
j, aj is the bias from the input layer to the hidden layer, and f is the activation function.

From the hidden layer to the output layer, for the regression model, in most cases, a
linear model is used, which can be expressed as Equation (6):

yk =
m

∑
j=1

ωjk Hj + bk (6)

where Hj is the value of the hidden neuron j, yk is the output value of the output neuron
k, m is the number of the hidden neuron, ωjk is the weight on the connection between the
hidden neuron j and the output neuron k, and bk is the bias from the hidden layer to the
output layer.

To account for the nonlinearity, the activation is used in most cases, and in this paper,
some famous activation functions such as ‘relu’, ‘tanh’, and ‘sigmoid’ will be used. Those
activation functions can be expressed as

relu(Input) = max(0, Input) (7)

tanh(Input) =
eInput − e−Input

eInput + e−Input (8)

sigmoid(Input) =
1

1 + e−Input (9)

where the Input is similar to the process in hidden layer, and e is the natural constant,
approximately equal to 2.71828.

When the signal finally reaches the output layer, the model will compare the output
result with the real value, and calculate the error between them, and then backpropagate the
error to adjust the weights and biases in each layer of neurons until the error of the model
is within the acceptable range. This is the core function of BPNN, and over a number of
learning cycles (epochs), it can achieve a high-precision prediction [27]. The entire structure
of the model is shown in Figure 1.
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2.6. Genetic Algorithm

Genetic algorithm (GA) was proposed by Holland [28]. It mainly simulates Darwin’s
evolution theory of survival of the fittest [29]. GA is usually regarded as an optimization
algorithm, where its powerful function enables it to find the optimal solution of a problem in
the shortest time [30]. Each solution corresponds to a chromosome, and each parameter on
each solution is the gene on the chromosome. In order to select the best solution (chromosome)
from many genetic compositions, the GA mainly includes the following six steps.

1. Initialization: During the initialization process, the model will randomly select genes
from the gene pool to form the chromosome. The random selection will increase the
diversity of the population.

2. Evaluation: The fitness (cost) function is then used to evaluate each chromosome to
determine the fitness value.

3. Selection: In this process, the model will select the superior individuals from the group
and eliminate the inferior individuals. The purpose is to directly inherit the optimized
individuals to the next generation or generate new individuals through pairing and
crossover and then inherit them to the next generation, so as to continuously find the
optimal one.

4. Crossover: Just like genetic recombination in nature, it replaces and recombines part of
the genes of two parent individuals to generate a new individual. Through crossover,
the search ability of genetic algorithm can be improved by leaps and bounds;

5. Mutation: This step will make changes in gene values at certain loci of individual
strings of the population, by introducing another level of randomness. This will
effectively avoid the model falling into the dilemma of local optimum.

6. End: When the fitness of the optimal individual reaches a given threshold, or the
fitness of the optimal individual and the fitness of the group no longer rise, or the
number of iterations reaches a preset number of generations, the algorithm terminates.

In order to visualize the algorithm, Figure 2 shows the process of using the genetic
algorithm to optimize the neural network in this paper. The gene database can be changed
so this method can also be used in other fields.
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2.7. Strategies for Mixed Ground

Given that the research on the operating parameters of EPB shield tunneling is mainly
concentrated in uniform stratum conditions nowadays, the research on the operating pa-
rameters of EPB shield tunneling under the mixed ground condition is relatively backward.
However, since mixed ground conditions are a kind of common special geological condi-
tion in shield tunnel construction and they appear in a large number of sections in this
research—which means there could be more than one geological parameter at the same
position during the excavation process—it is necessary to make a reasonable selection
of operating parameters of EPB shield tunneling in the mixed ground condition. In the
previous literature, Wang et al. [5] mainly analyzed the advance rate data in the mixed
ground and compared it with other data in single geological conditions. Lin et al. [6]
proposed a network prediction method using PSO combined with LSTM, and applied it to
construction projects involving mixed ground geology. For mixed ground, they tended to
use the thickness of each layer as a comprehensive method of weighting, but the final effect
of this model was not particularly ideal. Therefore, there are prominent problems in this
research of how to select more suitable parameters to predict the advance rate of the mixed
ground, or how to deal with the geological parameters of the mixed ground to make them
become more suitable input parameters for model prediction.

In order to guarantee the accuracy of the prediction model in a single stratum as
well as make the prediction model adapt to the situation of mixed ground, the following
countermeasures are proposed in this paper, and they are carried out in field verification
in Section 4. Most of the tunnel faces during tunneling are composed of two kinds of
strata, but a small part is composed of three or more kinds of strata. In order to simplify
the calculation and optimize the parameters, this paper will select two dominant strata as
upper layer and lower layer data respectively.

Strategy A: Divide each type of geological parameters into two columns. One column
represents the rock (soil) geological parameters of the upper part of the mixed ground, and
the other represents the lower part geological parameters. Figure 3 shows the parameters
of each part. The whole circle represents the face of the shield excavated by the shield
tunneling, and the object on the left represents the side view of the cutter head. Su and Sd
represent the area of upper strata and lower strata in excavation face separately.
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Strategy B: On the basis of Strategy A, the composite ratio parameter p is added to
represent the area proportion of the upper soil layer in the whole tunnel face. It can be
expressed in Equation (10):

p =
Su

Sa
(10)

where Su represents the area of upper strata in excavation face, Sa represents total area of
excavation face.

Strategy C: A comprehensive geological index is proposed to represent an overall
excavation difficulty of the excavation face. The comprehensive geological index is defined
as Equation (11):

ωi = p× θi1 + (1− p)× θi2 (11)

where ωi represents comprehensive geological indicators, θi1 is the geological parameters
of the upper strata, and θi2 is the geological parameters of the lower strata, θi ∈ {γ, K0, δ}.

Strategy D: Calculate the comprehensive geological index with the thickness of the
formation as the weight, which is also a comprehensive geological index that was proposed
by Lin et al. [6], as defined by Equation (12):

αi = (t1 × θi1 + t2 × θi2)/(t1 + t2) (12)

where t1 represents the thickness of the upper layer, and t2 represents the thickness of the
lower layer.

Strategy E: Take the parameters of the two strata on the face that are more likely to hin-
der the advance rate as the input. As we know, greater uniaxial compressive strength will
bring greater obstacles to shield advance. Therefore, in this scheme, the larger geological
parameters of the upper and lower layers are used as the input:

ψi = max{θi1, θi2} (13)

Table 1 shows the input and output parameters of the model corresponding to the five
strategies. The difference between them is mainly in the selection of geological parameters.
In general, the number of input parameters of Strategy A and Strategy B are 12 and 13
respectively. There are nine input parameters for Strategy C, D, and E. The parameter input
of each strategy is vividly exhibited in Figure 4.

Table 1. Input and output parameters of each strategy.

Parameter Unit Strategy A Strategy B Strategy C Strategy D Strategy E

Cutterhead rotation speed (CS) r/min x1 x1 x1 x1 x1

Cutterhead torque (CT) KN·m x2 x2 x2 x2 x2

Thrust (T) KN x3 x3 x3 x3 x3

Soil pressure (SP) MPa x4 x4 x4 x4 x4

Screw conveyor speed (SS) r/min x5 x5 x5 x5 x5

Cover depth (CD) m x6 x6 x6 x6 x6

Upper volume weight (γu) KN/m3 x7 x7

Upper coefficient of lateral earth
pressure (K0u) / x8 x8

Upper saturated uniaxial compressive
strength (δu) MPa x9 x9

Lower volume weight (γd) KN/m3 x10 x10

Lower coefficient of lateral earth
pressure (K0d) / x11 x11
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Table 1. Cont.

Parameter Unit Strategy A Strategy B Strategy C Strategy D Strategy E

Lower saturated uniaxial compressive
strength (δd) MPa x12 x12

composite ratio (p) / x13

Comprehensive volume weight (ω1) KN/m3 x7

Comprehensive coefficient of lateral
earth pressure (ω2) / x8

Comprehensive saturated uniaxial
compressive strength (ω3) MPa x9

Comprehensive volume weight (α1) KN/m3 x7

Comprehensive coefficient of lateral
earth pressure (α2) / x8

Comprehensive saturated uniaxial
compressive strength (α3) MPa x9

Maximum volume weight (ψ1) KN/m3 x7

Maximum coefficient of lateral earth
pressure (ψ2) / x8

Maximum saturated uniaxial
compressive strength (ψ3) MPa x9

Advance rate (AR) mm/min y y y y y
Appl. Sci. 2022, 12, x FOR PEER REVIEW 10 of 21 
 

 
Figure 4. Input parameters of each strategy. 

3. Case Study 
3.1. Project Description 

In this study, the tunnel construction project between Qilin Town Station and 
Dongjiao Town Station of Nanjing Rail Transit S6 Line in Nanjing, China was investigated. 
The underground section of the tunnel is 1342 m long, the maximum buried depth is about 
19.97 m. The cover depth of tunnel varies from 10 to 28 m; The shallowest buried depth is 
located at the long deep highway near the open excavation section, which is only about 
2.5 m. 

During the excavation process, the EPB shield tunneling will encounter very complex 
and variable strata. The geological conditions of the longitudinal section of the tunnel can 
be divided into the following three categories according to the rock strength: ① Full-sec-
tion soft rock/soil (accounting for 47%), ② full-section hard rock formations (29%), and ③ upper-soft lower-hard composite formations (24%). The ever-changing geological con-
ditions will have a great impact on EPB shield tunneling, leading to great difficulties in 
the prediction of EPB shield tunneling parameters. Therefore, a high-precision shield tun-
neling parameter prediction model is urgently needed. The geological profile of the lon-
gitudinal section of the tunnel is shown in Figure 5, which clearly shows the various strata 
that will be encountered during the excavation process. The upper part is mostly clay, 
silty clay, residual soil, etc. While the lower part is mostly granite or ash with different 
degrees of weathering. Meanwhile, due to the special geological conditions in Nanjing, 
there are still individual karst caves in this area. In order to ensure the safety of shield 
construction, those karst caves were fulfilled with water glass grouting before. The phys-
ical and mechanical parameters of each soil layer are presented in Table 2, these parame-
ters play a key role in the operating parameters of the shield tunneling. The geological 
profile of the shield tunnel approach is shown in Figure 6, and various geological condi-
tions that will be encountered during the excavation process are clearly exhibited. 

Cutterhead rotation speed

Cutterhead torque

Thrust

Soil pressure

Screw conveyor speed

Cover depth

composite ratio 

Upper coefficient of lateral earth pressure

Lower volume weight

Lower coefficient of lateral earth pressure

Lower saturated uniaxial compressive strength

Upper saturated uniaxial compressive strength

Upper volume weight 𝜔ଵ
𝜔ଶ

𝜔ଷ

𝛼ଵ
𝛼ଶ
𝛼ଷ

𝜓ଵ
𝜓ଶ
𝜓ଷ

Strategy A

Strategy B

Strategy C

Strategy D

Strategy E

Figure 4. Input parameters of each strategy.

3. Case Study
3.1. Project Description

In this study, the tunnel construction project between Qilin Town Station and Dongjiao
Town Station of Nanjing Rail Transit S6 Line in Nanjing, China was investigated. The
underground section of the tunnel is 1342 m long, the maximum buried depth is about 19.97
m. The cover depth of tunnel varies from 10 to 28 m; The shallowest buried depth is located
at the long deep highway near the open excavation section, which is only about 2.5 m.
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During the excavation process, the EPB shield tunneling will encounter very complex
and variable strata. The geological conditions of the longitudinal section of the tunnel
can be divided into the following three categories according to the rock strength: 1© Full-
section soft rock/soil (accounting for 47%), 2© full-section hard rock formations (29%),
and 3© upper-soft lower-hard composite formations (24%). The ever-changing geological
conditions will have a great impact on EPB shield tunneling, leading to great difficulties
in the prediction of EPB shield tunneling parameters. Therefore, a high-precision shield
tunneling parameter prediction model is urgently needed. The geological profile of the
longitudinal section of the tunnel is shown in Figure 5, which clearly shows the various
strata that will be encountered during the excavation process. The upper part is mostly
clay, silty clay, residual soil, etc. While the lower part is mostly granite or ash with different
degrees of weathering. Meanwhile, due to the special geological conditions in Nanjing,
there are still individual karst caves in this area. In order to ensure the safety of shield
construction, those karst caves were fulfilled with water glass grouting before. The physical
and mechanical parameters of each soil layer are presented in Table 2, these parameters
play a key role in the operating parameters of the shield tunneling. The geological profile
of the shield tunnel approach is shown in Figure 6, and various geological conditions that
will be encountered during the excavation process are clearly exhibited.
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Table 2. Physicomechanical properties of encountered ground types.

Number Name
γ Kh δ ν K0 E C ϕ

KN/m3 MPa/m MPa – – MPa MPa ◦

3©-1ab1-2 Silt and silty clay 19.9 34 – 0.32 0.46 – 40.5 18.4

γ-0 Residual soil 19.6 24 – 0.31 0.45 – 27 16

γ-1 Completely weathered granite 20.6 40 16 0.3 0.42 – 28 18

γ-2 strong-weathered granite 22.5 100 39.06 0.29 0.41 – 35 21

γ-3 Moderately weathered granite 25.8 350 40.43 0.2 0.25 6000 – –

γ-3-1 Moderately weathered granite 25.1 280 38.49 0.21 0.26 3500 – –

T2h-2 Strong-weathered argillaceous siltstone,
silty mudstone, and mudstone 21.5 90 0.49 0.29 0.41 – 34 20

T2z-2 Strong-weathered argillaceous
limestone 21.5 90 2.73 0.29 0.41 – 34 20

T2z-3-2 Moderately weathered limestone 23.4 200 3.1 0.25 0.33 1500 – –

Note: γ is volume weight, Kh is horizontal bed coefficient, δ is saturated uniaxial compressive strength, ν is
Poisson ratio, K0 is coefficient of lateral earth pressure, E is elastic modulus, C is cohesion, ϕ is friction angle.
“–” represents the missing data.
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Facing complex and variable terrain, the DZ423 earth pressure balance shield machine
was selected for this construction. The opening rate of the cutter head is about 41%, and
the diameter is 6440 cm, which will help reduce the possibility of sludge cake in the center
of the cutter head. At the same time, cutters—such as hob, scraper and disc cutters—were
installed, which had good adaptability to this complex formation. Additionally, many
sensors in the shield machine can provide us with multiple mechanical parameter data such
as thrust (T), cutterhead torque (CT), cutterhead rotation speed (CS), advance rate (AR),
screw conveyor speed (SS), and other mechanical parameters during the excavation process,
and it provided a large amount of data support for accurately predicting the advance rate
of the EPB shield tunneling.

3.2. Data Processing

During the advancement of the shield machine, a point of data will be generated every
minute, and the datum is recorded in the form of numerical values, but the cutter head and
oil cylinder of the shield machine are not always running. The operating procedures of
the shield machine can be divided into the propulsion system and the segment assembly
system. During the segment assembly process, the values of the advance rate, cutterhead
torque, thrust, and other parameters are all zero because they are not working. In order to
analyze and organize the data better, the cutterhead torque, thrust, and other data of the
shield machine will be averaged according to the propulsion state during the excavation of
each ring, and then those data will be utilized for the subsequent experimental analysis.

In total, 138 kinds of data were collected from the sensors on the shield machine. In this
regard, this paper screened most of the parameters through the basic principal component
analysis method, and referred to the previous literature (Koopialipoor et al. [17] and Xu
et al. [31] selected T and CS as shield machine operating parameters input to the model;
Mokhtari and Mooney [32] selected CS, T, CT, and SS as an input and considering the soil
pressure (SP) as a core parameter in the excavation process of the EPB shield tunneling,
which is taken as a major input parameter). Based on these articles, Table 3 presents the
data characteristics of the model input parameters in the excavation process in this paper.
There were 1188 rings in this shield excavation. From among the data, 80% was randomly
selected as the training set, while 20% of the data was used for testing. By comparing the
data characteristics of each tunneling parameter in the training set and the test set, it showed
that the test set was relatively uniform and reasonable, and therefore it can be used for
subsequent testing. However, the standard deviation and mean value of each parameter
were quite different, which may cause the model to easily fall into the problem of gradient
disappearance or gradient explosion. Therefore, in this paper, all of the input parameters will
be standardized. The specific data processing method can be expressed by Equation (14):
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x′(i) =
x(i)− x√

1
n

n
∑

i=1
(x(i)− x)2

(14)

where x is the average value of the input parameter, and n is the number of datasets.

Table 3. Brief description of operational parameters.

Dataset Parameter Unit Mean Std. Min. Max.

Training Set
(950)

Cutterhead rotation speed (CS) r/min 1.28 0.07 1.00 1.54
Cutterhead torque (CT) KN·m 3260.83 915.94 893.04 5401.23

Thrust (T) KN 11,751.07 2362.87 5522.75 19,048.84
Soil pressure (SP) bar 0.55 0.36 0.09 1.88

Screw conveyor speed (SS) r/min 4.07 1.84 0.21 10.12
Advance rate (AR) mm/min 27.07 10.47 9.07 66.79

Test Set (238)

Cutterhead rotation speed (CS) r/min 1.28 0.07 1.09 1.57
Cutterhead torque (CT) KN·m 3309.93 1020.57 1007.39 5390.16

Thrust (T) KN 11,778.58 2294.79 6652.89 19,238.06
Soil pressure (SP) bar 0.57 0.39 0.10 1.90

Screw conveyor speed (SS) r/min 3.89 1.83 0.42 9.01
Advance rate (AR) mm/min 26.87 11.54 9.30 62.29

In terms of geological parameters, the physical and mechanical parameters of each
soil and rock in the geological exploration data were collected, as listed in Table 2. Due
to the lack of some geological survey report data, not all geological parameters could be
used. A correlation analysis on the complete data was carried out as shown in Figure 7.
It can be seen that there is an extremely strong autocorrelation between γ and the Kh,
similar conclusions can also be found between K0 and ν. In order to ensure the accuracy of
the subsequent model and avoid the problem of multicollinearity, three parameters with
weak autocorrelation were finally selected to represent the geological parameters in this
excavation process: volume weight (γ), coefficient of lateral earth pressure (K0), saturated
uniaxial compressive strength (δ). These geological parameters were also standardized.
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3.3. Model Establishment

The principles of MLR, KNN, SVR, CART, and BPNN have been introduced in detail
in Section 2, and an optimization algorithm–genetic algorithm was also described. For
the first four algorithms, on the one hand, these algorithms are relatively simple and
have fewer hyperparameters. In this regard, this paper used python language for code
programming, and the sk-learn library was imported to quickly build the prediction model.
The input parameters will follow the various strategies presented in Section 2.7. In terms of
hyperparameters, the MLR model had no hyperparameters, and for the KNN, the default
value of the model was k = 5. The quality of the SVR model was mainly related to the kernel
function. In this paper, ‘rbf’ kernel function is selected to effectively deal with nonlinear
regression problems. The main hyperparameter of CART was the depth of the tree. The
greater the depth, the more branches of the tree and the more features of the extracted
data, which can make the prediction result of the model approximately close to the real
value. However, on the other hand, this also increases the complexity of the model, which
will reduce its generality, and lead to the phenomenon of overfitting of the model. In this
regard, this paper will calculate the model loss for each depth of the decision tree, and the
optimal depth will be used as a hyperparameter for latter CART model.

For the BPNN, as an intelligent algorithm, it has higher operability and more hyper-
parameters. Both the number of network layers and the number of nodes per layer have
a great impact on the network accuracy. In addition, the choice of activation function
between layers is also a big task. The Kereas library provides us with many activation
functions—such as ‘relu’, ‘tanh’, ‘elu’, etc.—which can better analyze the nonlinear rela-
tionship of data in the model. Optimizers—such as ‘adam’ and ’sgd’—can speed up model
convergence and train the best model better and faster. In addition, batch size is also a
hyperparameter worth considering for the size of the batch data read each time during
model training will affect the learning rate. If it is too large, the model cannot take into
account some details, and if it is too small, it is easy to reduce the generalization ability of
the model. In this way, the number of hyperparameter combinations involved in build-
ing a BPNN model is huge. In this paper, we introduce a genetic algorithm accordingly.
By geneticizing each hyperparameter, each hyperparameter combination as a gene. The
model of survival of the fittest is inherited, and finally, the algorithm can help us select
the optimal combination of hyperparameters, which can make our model best adapt to
our data situation. In this regard, we first set up the gene pool of the genetic algorithm.
For the number of layers of the model, we set up four kinds of genes—1, 2, 3, and 4. For
the neurons of each layer, we will select from the list [10, 11, 12, 14, 15, 16, 18, 19, 20, 22,
25, 28, 32, 45, 64, 100, 128]. In terms of activation function, ‘relu’, ‘elu’, ‘tanh’, ‘sigmoid’,
‘hard_sigmoid’, ‘softplus’, and ‘linear’ will be chosen as gene library. As for the optimizer,
we provide the list ‘adam’, ‘sgd’, ‘adagrad’, ‘adadelta’, ‘adamax’, and ‘nadam’. The batch
size is selected from the list [10, 12, 16, 32, 48, 64, 128].

By using the genetic algorithm, repeated combining hyperparameters will be avoided,
so the speed and efficiency of our model building will be improved.

3.4. Assessment Index

In order to evaluate the several prediction models proposed in this paper effectively,
performance evaluation is indispensable. In this study, four commonly used indicators
are selected to effectively evaluate the five proposed machine learning models. They are:
mean absolute error (MAE), mean square error (MSE), root mean square error (RMSE), and
coefficient of determination (R2), and can be defined by Equations (15)–(18):

MAE =
1
n

n

∑
1
|yi − pi| (15)

RMSE =

√
1
n

n

∑
1
(yi − pi)

2 (16)



Appl. Sci. 2022, 12, 5485 14 of 20

MSE =
1
n

n

∑
1
(yi − pi)

2 (17)

R2 = 1−

n
∑
1
(yi − pi)

2

n
∑
1
(yi − yi)

2
(18)

where, y is the actual advance rate value; p is the predicted value of AR; n is the ring
number; y is the average value of the AR of each ring; MAE, MSE, and RMSE are used to
calculate the loss between the true value and the predicted value. The smaller they are, the
better the model is, and R2 reflects the degree of matching between the predicted value and
the true value, and its target value is close to 1.

4. Results and Discussion

In this paper, five proposed machine learning models were applied to five strategies
for comparative learning. In order to better display the optimal results, firstly, the best
machine learning model for each strategy was selected, and then on this basis, each strategy
would be compared to choose the best strategy for AR prediction in mixed ground.

4.1. Best BPNN Framework for Each Strategy

First of all, for the neural network model, they were optimized according to five
strategies by the genetic algorithm separately. The optimization process is shown in
Figure 2. Through GA, the population was continuously inherited and evolved to find the
optimal combination of genes from the gene pool. Each gene represented a hyperparameter,
and the combination of hyperparameters was used to construct the final neural network
framework, which would avoid repeating invalid attempts and effectively reduce the time
spent on model building. After inputting the data into the genetic algorithm model, the
hyperparameters of the BPNN were obtained. Then, the best network structure for each
strategy was achieved, as shown in Table 4.

Table 4. Neural network structure of each strategy.

Strategy/Parameters Network Structure Activation Optimizer Batch Size

Strategy A [100, 112] tanh adam 32

Strategy B [112, 128] tanh adam 12

Strategy C [112, 112] relu nadam 10

Strategy D [112, 112] relu adam 10

Strategy E [112, 128] tanh nadam 32

Based on the neural network architecture obtained by genetic algorithm optimization,
we used the TensorFlow framework to build a BPNN. Take Strategy A as an example.
Figure 8 shows the change in MSE error between the training set and the test set during the
training process. At the beginning, the error decreased very quickly. The log coordinates
were chosen to make the graph data more uniform. It can be seen that—with the continuous
progress of the training epochs—the error of the training set decreased rapidly at first,
and then gradually slowed down, while for the test set, after it fell to a certain extent, it
began to rise. In order to show the rising trend of loss in the test set more clearly, we drew
50–500 epochs (the shaded part in Figure 8a) as Figure 8b, it can be seen that the model
reached the lowest point of loss around the 220th epoch, and then training the model would
only infinitely reduce the training set error, but could not optimize the test set, which
mainly resulted from the overfitting of the model. To avoid this phenomenon, the training
needed to be terminated when the error of the test set reached the minimum. This method
can improve the generalization ability of the model.
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4.2. Model Assessment

Next, this paper comprehensive compared the application of the optimal structure of
the five proposed machine learning algorithms in advance rate prediction to determine the
most effective algorithm. The evaluation method still adopted the indicators mentioned in
Section 3.4. The values of the performance indices for the proposed MLR, KNN, SVR, CART,
and BPNN models were calculated, as presented in Figure 9 and Table 5. The results were
divided into a training set and a test set, since the quality of a model was judged by its effect on
the test set to a greater extent. Only the data obtained from the test set was used in Figure 9.
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Table 5. MAE and RMSE values of each model in the five strategies.

Strategy Model
Training Set (mm/min) Test Set (mm/min)

MAE RMSE MAE RMSE

A

MLR 3.923 5.178 4.234 5.617

KNN 2.756 3.644 3.664 4.735

SVR 3.026 4.183 3.740 4.753

CART 2.754 3.639 3.590 4.663

BPNN 1.948 2.595 2.742 3.552

B

MLR 3.923 5.177 4.232 5.613

KNN 2.702 3.571 3.548 4.609

SVR 2.984 4.206 3.722 4.822

CART 2.736 3.621 3.737 4.995

BPNN 1.768 2.480 2.411 3.249

C

MLR 3.980 5.346 4.216 5.665

KNN 2.756 3.680 3.587 4.565

SVR 3.067 4.234 3.721 4.699

CART 2.433 3.343 3.754 4.885

BPNN 2.251 3.016 2.960 3.724

D

MLR 3.980 5.346 4.212 5.669

KNN 2.744 3.672 3.596 4.583

SVR 3.059 4.214 3.714 4.689

CART 1.970 2.833 3.892 5.098

BPNN 2.097 2.814 2.853 3.618

E

MLR 4.064 5.388 4.254 5.732

KNN 2.734 3.630 3.744 4.791

SVR 3.074 4.224 3.746 4.724

CART 2.818 3.682 3.793 4.884

BPNN 1.996 2.659 2.889 3.700

Note: Bold donates the lowest loss.

It can be seen from the Figure 9a that the errors of regression prediction implemented
by different algorithms were different. Both MAE and RMSE showed significant advantages
of BPNN. Figure 9b–e shows Strategy B, Strategy C, Strategy D, and Strategy E performance
of each model, we can also conclude that BPNN had achieved the smallest error fitting
prediction. For the other four models, there were also slight differences for different
strategies. The second-best prediction model for Strategy B, C, and D was the KNN
algorithm, while that for Strategy A and E was CART and SVR respectively. It can be seen
that each algorithm would have its own field and can achieve good results. At the same
time, it can be also seen that—among the five strategies—the model error obtained by MLR
was the largest, which also showed that the advance rate of the shield machine was not
a simple linear relationship with the shield parameters and geological parameters, but a
more complex nonlinear relationship, so it was difficult to achieve an ideal fitting effect by
using linear regression.

4.3. Optimum Solution for Mixed Ground

As shown in Figure 9a–e, the parameter-optimized BPNN achieved the minimum
error prediction in all five strategies, but due to the fact that the data processing scheme
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was different in each strategy, which can be seen in Section 2.7, it was necessary to further
analyze the advance rate prediction model of the shield tunneling that was suitable for
mixed ground.

In Figure 9f, the prediction models trained by BPNN in each strategy were horizontally
analyzed, and their R2 were compared. The closer R2 is to 1, the more accurate the model’s
prediction is. For the data of the training set, we can easily find that Strategy B achieved
the best results both in the training set and the test set. For the training set, the accuracy
of Strategy B was 1% higher than that of the second-best strategy, and for the test set, the
accuracy of Strategy B was 2% higher than that of the second-best strategy, while Strategy
A’s R2 value was only 0.905, far less than the 0.920 of Strategy B. For a prediction model, if
it can achieve high prediction accuracy on the training set, indicating that the model learns
the data of the training set very thoroughly, but for the data of the test set that it has never
been exposed to, it can better reflect the generalization of the model. The high accuracy of
the training set with the low accuracy of the test set reflects the overfitting of the model.
Fortunately, the errors obtained between the training set and the test set of the model in the
five strategies were not much different, indicating that the models were well trained and
there was no overfitting.

By analyzing the reasons, it can be found that the difference between Strategy B and
Strategy A was that Strategy B introduced the composite ratio parameter p. This reflected
the proportion of different strata in the mixed ground, and the difference between Strategy
B, Strategy C, Strategy D, and Strategy E lied in the way they each deal with the geological
parameters of the upper and lower layer. Strategy B took both of them as inputs to the
model, while the other strategies comprehensively considered the geological parameters
of the upper and lower layers. Although different comprehensive methods were used,
they were not the actual relationship between them and the advance rate. The connection
between them and the advance rate should be a more complex nonlinear relationship, and
this relationship, benefitting from of the power of BPNN, was obtained by Strategy B, so it
can achieve a better test accuracy.

4.4. AR Prediction Results

Figure 10 shows the predicted value and the measured value of the advance rate of
the 238 rings’ data. It can be seen that they were relatively close. Because the selection of
the test set was random, the geographic space of these data was not continuous. However,
through the display of the test set data, including the regression graph shown in Figure 11,
the predicted value had a strong linear relationship with the true value. That was, within the
allowable range of error, it can be considered that they satisfied a linear relationship. It can
be concluded that the accuracy of the neural network model was quite reliable for predicting
the advance rate, compared with traditional empirical formulas or numerical models.
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In addition, Figure 12 shows the predicted value and measured value of the advance
rate of the total 1188 rings in the whole shield tunneling propulsion process. Due to
the complex and changeable geological conditions, it can be seen that the advance rate
fluctuates greatly. Whether it was from the data error of a single point or the overall trend,
the results obtained by the neural network were still very accurate, which also confirmed
the reliability of Strategy B for the prediction of the advance rate in mixed ground.
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5. Conclusions

This paper proposed an optimized BPNN model using genetic algorithm. Four other
machine learning methods were used for comparison. In view of the fact that there is little
research on the prediction of the tunneling parameters of the shield tunneling in the mixed
ground, this paper proposed five strategies to deal with the multi-geological parameters
of the mixed ground, selecting different forms of geological parameters for prediction
separately. Two indicators MAE and RMSE were used to evaluate the performance of
different models. In the strategy selection, the statistical R2 was used to evaluate the pros
and cons of each strategy. Finally, the field data of a section of Nanjing Rail Transit S6 line
were used for verification. The main conclusions from this study are as follows:

1. It was feasible to combine genetic algorithm with back-propagation neural network.
By optimizing the combination of hyperparameters, it can quickly find the best
network structure and help the neural network achieve the best prediction effect.

2. Compared with the other four models, the BPNN model provided the best per-
formances. With the help of genetic algorithm, the optimal combination of model
hyperparameters can be found in a short time.

3. Shield tunneling parameter data of 1188 rings, combined with the geological param-
eter data obtained from the geological exploration, were used to train and test the
models. Four error indicators were employed and the results showed that the model



Appl. Sci. 2022, 12, 5485 19 of 20

obtained by MLR had the worst fitting effect, while BPNN had a strong learning abil-
ity. The performance of the BPNN model was significantly better than the other four
models, so the BPNN model was determined as the optimal advance rate prediction
model in this study.

4. Five strategies were proposed to solve the mixed ground engineering puzzle. The only
difference between them was the treatment of the geological parameters of the mixed
ground. After comparison, the best prediction was achieved by Strategy B, which
took the geological parameters of the upper and lower layer as input, and introduced
the parameter of the composite ratio at the same time. This provided a reference for
the selection of input parameters for our subsequent model establishment of shield
tunneling parameter prediction in mixed ground.

5. A sample of 238 rings of data was randomly selected to test the performance of the
model. The results showed that the BPNN obtained in scheme B can effectively predict
the AR, and the R2 reached 0.920, which can be used for prediction and control of
construction tunneling parameters.

The models and conclusions in this study present some references for the shied
tunneling parameters prediction in the mixed ground. However, there are still some key
steps that are worth continuing to study, and the accuracy of the prediction of the AR needs
to be further improved. Furthermore, since the relationship between advance rate and the
geological parameters is a more complex nonlinear relationship, other models—such as the
LSTM model—can also be used for further analysis and comparison. Therefore, further
study needs to be conducted to find a more suitable solution.
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