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Abstract

:

Early-stage detection of cardiac autonomic neuropathy (CAN) is important for better management of the disease and prevents hospitalization. This study has investigated the complex nature of PR, QT, RR, and ST time segments of ECG signals by computing the fractal dimension (FD) of all segments from 20 min ECG recordings of people with different severity of the disease and healthy individuals. The mean computed for each ECG time segment to distinguish between subjects was insufficient for an early diagnosis. Statistical analysis shows that the change of FD in various time segments of ECG throughout the recording was most suitable to assess the steps for severity in symptoms of CAN between the healthy and the subjects with early symptoms of CAN. The complexity of ECG features was evaluated using various classifier models, namely, support vector machine (SVM), naïve Bayes, random forest, K-nearest neighbor (KNN), AdaBoost, and neural networks. Performance measures were computed on all models, with a maximum neural network classifier having an accuracy of 96.9%. Feature ranking results show that fractal features have more significance than the time segments of ECG in differentiating the subjects. The results of statistical validation show that all the selected features based on ECG physiology proved to have an evident complexity change between normal and severity stages of CAN. Thus, this work reports the complexity analysis in all the selected time segments of ECG that can be an effective tool for early diagnostics for CAN.
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1. Introduction


Over the last decade, diabetes and the consequences related to diabetes have become a major public health issue. One such underdiagnosed disorder is cardiac autonomic neuropathy (CAN), which prevails in patients with a long-standing history of diabetes. Diabetes mellitus (DM) affects about 510 million people, or 9.2% of the global population [1]. Cardiac autonomic neuropathy (CAN) is a frequent complication of DM [2] prevalent in both type I and type II DM [3]. Duration of diabetes and poor glycemic control play a substantial role in patients diagnosed with CAN [4]. CAN was a consequence of long-term diabetes, but recent studies have found its prevalence even in the preliminary stages of diabetes. Some of the abnormalities associated with CAN are resting tachycardia [5], exercise intolerance, hypertension, high BMI, higher cholesterol levels, proliferative retinopathy, polyneuropathy, and silent myocardial infarction [6]. Many symptoms are common in diabetic patients, silent in the earlier stages and proliferating faster, and increasing the risk of mortality in diabetic patients [7].



Many patients are asymptomatic in the early stages of CAN and only a few patients progress to severe symptoms [8]. Early detection of CAN leads to better health care. The routine clinical assessment for CAN requires an analysis of an electrocardiogram (ECG) [9]. There are morphological changes corresponding to CAN that are evident in heart activity, therefore better understanding of methods for interpreting the ECG is important [10].



ECG is the electrical recording associated with cardiac activity; a single heartbeat corresponds to one normal sinus cycle of ECG that is described by five indenting points: P, Q, R, S, and T. Healthy heart activity should be consistent and regular but not periodic [11], periodicity defined based on RR interval. Heart rate variability (HRV) has been reported to be associated with CAN [12,13]. A decrease in HRV is a clinical indicator of early CAN (eCAN) [14]. The majority of research on the topic has focused on the variation of the RR intervals [15], while other intervals are also associated with CAN.



QT segment indicates the systolic phase of a cardiac cycle, and a prolonged QT interval [12] is an indicator of myocardial ischemia, commonly found in CAN patients. QT interval prolongation marks a sign of definite CAN (dCAN). ST segment is associated with myocardial ischemia and is hence suitable for CAN diagnosis [13]. Depression in the ST segment implies that there are acute variations that indicate the severe CAN (sCAN) in individuals. PR segment indicates a delay between atrial and ventricular activation and is found to be associated with QT changes. Thus, four ECG segments, PR, QT, RR, and ST, have associations with different severity of the disease. However, there are significant inter-beat variations of these features because of which there can be errors. Earlier studies have focused on one of the segments.



ECG signals have self-similar patterns that are repetitive, and abnormality in the morphological functioning of the heart changes the repetitive structure of the ECG wave [16]. Identifying the ECG features specific to CAN requires accurate segmentation of the signal, which can be a challenge [17]. Fractal dimension (FD) is a measure of self-similarity [18]. It is a global feature that identifies the signal trend and is thus not disturbed by inter-segment variation. We hypothesize that FD of ECG is associated with CAN and is suitable for early detection of the disease. This study has investigated the complexity in FD of each of the four segments: PR, QT, RR, and ST. All the four segments at different instants and their corresponding fractal values are given for the linear and nonlinear models to identify the best possible feature to classify normal from the CAN group.




2. Material and Methods


2.1. ECG Data


This study used the data reported by Cornforth et al. [11]. ECG was recorded from participants in a supine position with a stable environmental temperature after a minimum of 5 min of rest period. ECG was recorded for 20 min using lead II configuration and digitally saved with a sampling rate of 400 samples/second. Participants were grouped based on Ewing battery score from a series of 5 bed side tests, ranging from 0 to 5 scale into normal (0–1), early CAN (1.5–2), definite CAN (2.5–3), and severe CAN (3.5–5). The clinical information of the individuals is given in Table 1.




2.2. The Schematic of Data Analysis


The steps in the proposed ECG analysis method are mentioned below and are shown in the block diagram representation in Figure 1.



	
Read the ECG signal.



	
Implement signal preprocessing to remove noise.



	
Feature extraction (QRS complex, P and T point) from ECG.



	
Extract time intervals from ECG segments (say, PR, QT, RR, and ST).



	
Analyze the data at four instants of time within the same signal for each segment to study the complexity variation.



	
Statistical validation for the analyzed time segments for identification of CAN.



	
Classification of time and complexity features with different classifier models and feature ranking.



	
Performance measure of classifiers used.







2.3. Signal Preprocessing


Preprocessing of ECG to suppress unwanted noise and artifacts, such as power line interference, base line wander, improper grounding effects, and movement artifact [19], is an important step to improve the quality of the signal. Preprocessing and extraction of ECG features of interest that are reliable/non-invasive remain a challenge and studies have reported different methods on this [20,21], with spectral filtering being the most common. The spectrum of ECG signal lies within 0.05–100 Hz; however, useful information is generally accepted to be between 0.5–45 Hz. In this study, a series of filters were used. The raw signal was high-pass filtered (second-order Butterworth) with a cut-off of 3 Hz to remove baseline drift, and a 45 Hz (second-order Butterworth) low-pass filter was employed to remove high-frequency noise. The ten-second window of the signal before and after filtering is shown in Figure 2. To visualize the signal, a time-axis magnified signal showing two consecutive R peaks is shown in Figure 3.




2.4. Segment Extraction from ECG


After preprocessing, the next stage was the extraction of the relevant features. This requires the detection of the five attribute points, P, Q, R, S, and T. Pan–Tompkins algorithm was used to identify the QRS complex [22], which employs a series of filters such as LPF, HPF, derivative, squaring, and moving window integration. The other two attributes, P and T, were identified using the R point as the reference. The next step was to obtain the four segments, i.e., PR, QT, RR, and ST [23]. The ECG wave with the segments is illustrated in Figure 4.




2.5. Complexity Analysis


The time intervals of all the ECG segments were computed and tabulated as time-series arrays. While there are several techniques for computing FD of ECG [24,25,26], the differential box-counting (DBC) method was used in this study [27]. A mesh is placed over the entire signal which is partitioned into boxes of size r, and N(r) specifies the largest difference between the boxes for the entire duration of the signal. FD is obtained using Equation (1):


  FD   ( DBC ) =   log N  ( r )    log  ( r )     



(1)







This method was selected because it has been reported to be computationally efficient and reproducible. To compute the fractal dimension, the time intervals of the segments were extracted and one such segment (QT segment) of the normal and early CAN group is illustrated in Figure 5a. A plot between log N and log r for the computation of FD value is shown for a normal signal in Figure 5b, having 21 r values.



Two types of tests were carried out on the data, one for the complexity analysis on the entire duration (20 min), and the second one was to consider the changes in complexity using FD at every 5th minute of the ECG signal. FD value of all segments was computed for individual subjects.




2.6. Statistical Analysis


To estimate the appropriate method of statistical analysis, the Anderson Darling test (alpha = 0.05) was performed to check if the distribution was Gaussian [28]. The results showed that the data were not normally distributed, and thus a non-parametric statistical analysis was used for testing the statistical significance. The various time segments data from ECG of different groups was tested using Kruskal–Wallis [29], a non-parametric method for testing the data. Statistical analysis was performed on the data with a confidence interval of 5%.




2.7. Classifier and Feature Validation


On statistical verification, all the features, including time segments and complexity of time segments of PR, QT, RR, and ST, were given to six supervised models [30], as shown in Figure 6. The initial parameters that were assigned for the models are as given in Table 2. The steps of the classification are given below that were implemented in Orange (version 3.31.1), which is a widely used open-source toolkit for data mining, data visualization, and machine learning [31]:




	
File upload: Consisting of ECG signal of one subject, split at every 5th interval. In each signal, approximately 44 PR, QT, RR, and ST segments were extracted and given to the classifier as separate instances (inputs). A total of 120 instances (30 signals × 4 intervals) were classified based on 180 features (4 time segments × 44 and 4 FD values).



	
Data sampler: A total of 70% of data were used for training and 30% for testing, with 10-fold cross validation performed to identify the accuracy.



Data sample → Data: indicates the data given to the classifier model.



Remaining data → Data: indicates the test data given to the prediction.



Model → Predictors: indicates the trained data from model given to prediction.



	
Different supervised models, including random forest (RF), support vector machine (SVM), K-nearest neighbor (KNN), naïve Bayes (NB), AdaBoost (AB), and neural network (NN) [32], were used to classify.



	
Prediction: All the models are linked to the prediction for identifying the classification accuracy. The remaining data mentioned in the model are used as the test data for computing the classification accuracy.



	
Ranking using ReliefF estimator [33] was analyzed, which ranks the best contributing feature for classification.










3. Results


The group mean time intervals for the different segments of ECG for the entire 20 min are shown in Figure 7, and their corresponding statistical p-values are given in Table 3.



In the second test, the mean and SD of FD values of segments at intervals (1–5th, 6–10th, 11–15th, and 16–20th minute) for the four ECG segments for all groups are shown in Figure 8.



The corresponding p-value of the ECG segments for FD analysis is obtained at every 5 min interval and compared between groups given in Table 4.



The performance metrics of the classifier model for two groups of comparisons are given in Table 5. Among the classifiers used, NN has the best accuracy in classifying the groups with all the selected features.



However, the ideology depends on identifying which feature contributes more to the prediction. To accomplish the same, the ranking method was employed using the ReliefF estimator and it was found that out of 180 features, the best five given priority are listed for both classifier models, as shown in Figure 9. The first classifier model shows normal vs. early group, in which FD values of RR, QT, and ST are prioritized, and in the second model, between normal and other stages of CAN, all four time segments are prioritized.




4. Discussion


This study advances the search in finding ECG features specific to CAN diagnosis, apart from having HRV alone as an early diagnostic parameter for CAN detection [34]. In summary, the current golden standard followed for CAN diagnosis is by using cardiac autonomic reflex fests (CARTs), which comprise five bedside measurements that also include HRV (fluctuations in RR interval) [35]. Fractal analysis of HRV alone is used widely in identifying cardiac dysfunction and as a feature to diagnose the affected subjects. The analysis of complexity in the segments of ECG signal is a crucial feature in the early diagnosis of CAN. Studies have reported the techniques to study the changes in ECG segments and it is important to observe the complex changes within the segments. Based on the results, this study provides an approach to analyze the complexity of the different ECG segments to have an affirmative early diagnosis. The fractal-based study is evident to analyze the changes in self-similar characteristics of ECG. This was also evident in the feature ranking and selection.



This technique was compared with the methods reported in the literature [5], which consider the time changes in the ECG segments. This study has shown that the complexity of these ECG segments can be related to the change in the variation within the segments of ECG.



The analysis for the entire 20 min duration (Table 3) shows that all the time segments (PR, QT, RR, and ST) show significance (p < 0.05) only between the normal and definite CAN group, and all the other group differences were insignificant. The p-value of the complexity analysis on all the four ECG segments shows that it is lowest for the normal (N) group when compared to all the other three (eCAN, dCAN, and sCAN) groups, and the mean value of FD was the highest in dCAN in all selected segments. The mean value variation between all four groups in PR, QT, RR, and ST segments seems to be the same; showing not much significance between the groups and hence failing to prove an early diagnostic for detection of CAN, which is evident from the statistical analysis of the ECG segments.



Hence, to prove a significant variation, the time intervals of ECG segments at different instants of time were extracted from the data, and complexity in the time instants of all the segments was studied (Table 4). To make an early diagnosis, the groups of interest are normal vs. eCAN, which shows a significant p-value for all the four segments (PR, QT, RR, and ST). The complexity analysis in all the selected segments was found to be statistically significant for early-stage diagnosis of CAN in diabetic patients.



In order to validate the results, the features were provided to different linear and nonlinear classifier models. However, all the analyzed segments are specific for CAN diagnosis; the idea is to identify which feature contributes more in categorizing the groups. This was accomplished by introducing feature ranking in the dataset. The results from ReliefF ranking estimator clearly show that the most significant features were the fractal dimension of the time segments denoted as RRFD, QTFD, STFD, and PRFD time segments. Hence, the ranking estimation supports the statistical verification results that the complexity in time segments is more pronounced than analyzing the time segments. This also indicates that instead of analyzing complete 20 min data, ECG at short intervals of time can be computed to provide the complexity change that is more significant.



Various linear and nonlinear measures have been developed [11] with HRV analysis that infers only the time segment data; however, to make an early diagnosis, time information alone is not sufficient to discriminate between the groups. Traditional methods of analysis used only one or two time segments of ECG to classify between groups [14]. It has also indicated that analysis of the entire 20 min data is not required, as small intervals of complexity analysis will provide more significant results. Hence, the technique in this study can be directly applied to ECG data being recorded, for complexity analysis, and can be a method for early prediction of CAN on subjective individuals.




5. Conclusions


The variation of FD for the selected features over time was found to be significantly different between healthy and early-stage CAN patients. It also indicates that HRV analysis alone cannot be a predictor for early diagnosis, as other features of ECG have a pronounced effect due to abnormalities related to CAN. This study has included all the features that are predominantly varying in CAN that can give more diagnostic reliability to CAN. The results of the statistical analysis (p-value from Table 3) show that the segment complexity for the entire dataset is not sufficient to predict the onset of CAN at an early stage, as it is not significant when compared with the complexity analysis for segments at different intervals of time. The statistical and the ranking estimator methods have proved that complexity in ECG segments is more significant. This work is intended to show a definitive approach, that complexity in time segments is more efficient in analyzing the dynamics that are pertaining to CAN. However, this work does not diminish the usefulness of the methods of interpreting the time information. This work has extended the study related to early diagnosis of CAN by interpreting the complexity of signal for measuring dynamics of the time segments.
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Figure 1. Schematic block diagram. 
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Figure 2. Raw ECG and filtered ECG signal of normal subject for 10 s. 
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Figure 3. Filtered ECG and wave showing R peaks. 
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Figure 4. Components marked in the ECG wave show time intervals of various segments. 
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Figure 5. (a) An instant of a time segment (QT) of normal and early CAN signal; (b) log N vs. log r for a normal signal for FD computation. 
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Figure 6. Classifier model with ranking estimator. Note: Data sample → Data indicates the data given to the classifier model, and Remaining data → Data indicates the test data given to the prediction. Model → Predictors indicates the trained data from model given to prediction. 
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Figure 7. Mean (blue) and SD value (red) of time intervals of different segments: (a) PR segment, (b) QT segment, (c) RR segment, and (d) ST segment for the entire 20 min recording. 
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Figure 8. Mean and SD value of FD after each 5 min interval of all groups of (a) PR segment, (b) QT segment, (c) RR segment, and (d) ST segment. 
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Figure 9. Priority of features from ReliefF ranking estimator for (a) normal vs. early CAN, and (b) normal vs. other stages of CAN. 
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Table 1. Clinical information of the participants.
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Group

	
Age

	
Gender






	
Normal (10 participants)

	
45–60 years

	
Male, 5: Female, 5




	
Early (10 participants)

	
50–62 years

	
Male, 5: Female, 5




	
Definite (7 participants)

	
52–61 years

	
Male, 4: Female, 3




	
Severe (3 participants)

	
55–60 years

	
Male, 2: Female, 1




	
Sample for study: 480,000 participants
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Table 2. Initial learning parameters for classifier model.
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Type of Classifier

	
Parameter






	
Random Forest

	
Number of trees: 10




	
Number of attributes at each split: 5




	
SVM

	
Regression loss (ε): 0.10




	
Kernel: radial basis function (RBF)




	
KNN

	
Weight: Euclidean uniform




	
Number of neighbors: 5




	
AdaBoost

	
Number of estimators: 50




	
Regression loss function: linear




	
Neural Network (NN)

	
Number of hidden layer neurons: 100




	
Number of iterations: 200




	
Activation: ReLu
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Table 3. p-value from the Kruskal–Wallis test for the whole 20 min.






Table 3. p-value from the Kruskal–Wallis test for the whole 20 min.





	
Segment

	
The p-Value for the Whole 20-Minute Recording




	
Normal vs. eCAN

	
eCAN vs. dCAN

	
Normal vs. Stages of CAN






	
PR interval

	
0.45

	
0.20

	
0.34




	
QT interval

	
0.46

	
0.20

	
0.33




	
RR interval

	
0.46

	
0.24

	
0.34




	
ST interval

	
0.46

	
0.25

	
0.34
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Table 4. p-value from Kruskal–Wallis test.






Table 4. p-value from Kruskal–Wallis test.





	
Segment

	
p-Value of FD Computed for Segments at Every 5th Minute




	
Normal vs. eCAN

	
eCAN vs. dCAN

	
Normal vs. Stages of CAN






	
FD of PR interval

	
0.013

	
0.005 *

	
0.002 *




	
FD of QT interval

	
0.007 *

	
0.002 *

	
0.0005 *




	
FD of RR interval

	
0.007 *

	
0.002 *

	
0.0005 *




	
FD of ST interval

	
0.009 *

	
0.001 *

	
0.0001 *




	
PR interval

	
0.45

	
0.19

	
0.34




	
QT interval

	
0.45

	
0.19

	
0.34




	
RR interval

	
0.45

	
0.20

	
0.35




	
ST interval

	
0.45

	
0.20

	
0.34








* Specifies statistical significance (p < 0.05).













[image: Table] 





Table 5. Performance analysis of different supervised classifier models.






Table 5. Performance analysis of different supervised classifier models.





	
Model

	
Area under ROC Curve (AUC)

	
Classification Accuracy (CA)




	
Normal vs. Early CAN

	
Normal vs. Stages of CAN

	
Normal vs. Early CAN

	
Normal vs. Stages of CAN






	
Random Forest

	
0.97

	
0.88

	
87.5

	
88.9




	
SVM

	
0.99

	
0.92

	
96.8

	
94.4




	
KNN

	
0.85

	
0.97

	
71.9

	
88.9




	
Naïve Bayes

	
0.89

	
0.84

	
81.2

	
77.8




	
AdaBoost

	
0.87

	
0.87

	
87.5

	
88.9




	
Neural Network (NN)

	
0.99

	
0.99

	
96.9

	
97.2

















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg
QTsegment

() (b)

RRsegment STsegment
I3 i
1o I
5 =5

(c) (d)





media/file4.png
10 seconds of Input ECG Signal from 20 min data

10

1 ;
<081 &
E
QL 06 7]
o
2
= 04r
=
<L 02} -
u ] | 1 ]
0 1 R 9 6 7 8 9
Time (Seconds)
<10 10 seconds of Filtered ECG Signal from 20 min data
w
- ]
e
8 2| /u -
=
g 0 M /\/\‘ AJ\« /\/
<
-2 i | | | | | | | |
0 1 4 S 6 "4

Time (Seconds)

10





nav.xhtml


  applsci-12-05746


  
    		
      applsci-12-05746
    


  




  





media/file18.png
8k Rank - Orange

Scoring Methods
[] Information Gain
1
[] Information Gain Ratio
(] Gini Decrease 2
[ ] anova 3
2
L x 4
V] ReliefF
5
[] FcBF
6
7
>
8
9
10
Select Attributes
O None 1
O A 12
O Manual 13
@® Bestranked: 5 %
14

@ RrrRFD
M arrp

STFD

PRt24

PRt18

E

PRt28

-
.

PRt17

8

PRt20

8

PRt22

a8

PRt19

8

PRt21

8

PRt41

a8

PRt42

8

PRt35

ReliefF
0.305

0.203

0.182

0.170

0.162

0.160

0.156

0.153

0.149

0.148

0.148

0.148

0.143

0.142

#h Rank - Orange

Scoring Methods
[] information Gain

[] information Gain Ratio

[[] Gini Decrease
(] anova

O xe

ReliefF

(] FcBF

Select Attributes
O None
OF
O Manual
(® Best ranked:

5

RRFD
QTFD
STFD
PRFD
QTt38
QTt12
QTt16
QTt44
STt39
STt41
QTt36
RRt17
QTt42

QTt25

ReliefF
0378

0.268

0.229

0.160

0.130

0.128

0.127

0.123

0.122

0.121

0.120

0.118

0.118

0.118





media/file16.png
QT segment

1-5 min 6—10 min 11-15 min 1620 min
Time Interval

Time Interval

PR segment
15 5 -
E H Normal 5 13 ® Normal
g g
a 1 - M Early CAN a 1 - M Early CAN
[T [T
® Definite CAN ® Definite CAN
05 - 05 -
n N ™
1-5min  610min  11-15min  16-20 min Severe CA 1-5min  610min  11-15min  16-20 min Severe CAN
Time Interval Time Interval
RR segment ST segment
15 - i
£ H Normal £ 15 H Normal
g g
a 1 - M Early CAN a 1 - M Early CAN
= w
W Definite CAN W Definite CAN
05 1 M Severe CAN 05 1 ] N
1-Smin  6-10min  11-15min  16-20 min Severe CA

(c)

(d)






media/file2.png
Pre Processing Stages of ECG

Peak Detection

{ ECG DataP [SHZ HPF ][50 Hz Notch FiIterJ {45 Hz LPF] —

Classifier\ 4 e e
Verification
Performance Model and ..
of Statistical
Measures Feature Sianificance
Ranking ) ( 9

PR, QT, RR and ST
| time segments

Feature Extraction

Fractal Dimension

. 2
Computation of
of time segments

4 )
QRS detection

using
Pan-Tompkins

\ J

\
Pand T

wave
detection

-

\ J

Complexity Analysis






media/file5.jpg
o N & o

Amplitude (Volts)

A%

«10%

Signal showing two R peaks

15 2
Time (Seconds)

25





media/file3.jpg
10 seconds of Input ECG Signal from 20 min data

0
o 2 3 4 5 6 ¥ 8
Time (Seconds)
410" 10 seconds ofFltered ECG Signal from 20 min data
2 4
g
2
g2
:
E 0
-2
0 2 3 4 5 & 7 8

Time (Seconds)

10





media/file1.jpg
Pre Processing Stages of ECG Peak Detection

| ECG DMP 3HzHPF ”so Hz Noteh Filter " 45 Hz LPF ‘- QRS detection
Pan-Tompkins

Performance
Measures

Feature Extraction

)T, RR and ST)|
time segments

Classifier :
Modetand | | Verification PandT
Feature | | O | ool iy

. nificance i
Ranking v Fractal Dimension fscaon

of ime segments

Complexity Analysis






media/file7.jpg
Amplitude (Volts)

ECG with attributes PQ.R,S and T

Time (Seconds)

P raown
PRinterval | A s
| o R
| + P
| + T
I
|
A %
\ NN A A~
VAV VAV ITAY) \/\”\/\\l viTass
it
QT interval il\_/i/m’"‘""
® [ 05 % 15 - §

25





media/file10.png
Time (ms)

QT Interval

0.35 4

0.34 4

0.33 1

0.32 1

0.31 +

0.30 1

0.29 4

0.28 4

— Normal
— Early

T T
50 100 150
Sampling Time (Seconds)

(a)

log(N)

251 //

log(r)
(b)

2.5






media/file12.png
A

File

]|
—
.l

Data

Data Sampler

alls

Rank

Naive Bayes
d Remey,
3, g
A
S
g 2
3 ™
| sl
2
S

Neural Network

ﬁ‘%W@@‘) qu}.

e

Random Forest

ool
o
Y
SVM 2\
22
% <
%, 3
\ek %i
&, \v
%

Predictions






media/file9.jpg





media/file0.png





media/file14.png
Groups

PR segment QTsegment
07 07
06 06
‘-'é‘ 05 E 05
o 04 : 04
E o3 £ 03
g 02 T 02
01 01
0 T T 0
Normal sCAN Normal
Groups Groups
(a) (b)
RRsegment ST segment
08 08
07 07 4
e 06 - 06 -
£ os E o5 -
E o4 ¢ 04 -
c o3 F 03
& 02 % o2 -
01 01 -
0 T o -
Normal sCAN Normal

Groups

(©)

(d)






media/file8.png
Amplitude (Volts)

-2

-3

>

1074 ECG with attributes PQ,R,.Sand T

Time (Seconds)

_ // P RR interval P . ZCG ki _
PRinterval | &8
I O R
5 | + P |
I + 1
A I A
|
’ | )
A +
¢ A NN T
& ! ' Py /—' \ i
|/} ¥
it i
i ] : ST interval i
QT interval A ,
0 0.5 1 1.5 2

2.5





media/file11.jpg





media/file6.png
Amplitude (Volts)

o

N

x10™4

Signal showing two R peaks

p—

1.5

Time (Seconds)

2.5





media/file15.jpg
i

@

RRsegment

()

T
LT T e





media/file17.jpg
scamairs
S

0 st Gon
Dloniowoeme
Owon.

Ox

Braer

Orar

Omee
om »
O s H
O 5

LT
@amw
LES
LE™
@ e
LE™
LE
LB
L™
LS
@
L
LS
LE™

Ll

$ 883

ow

ke
S s
[
[SlEE—— Q=
[arere—" @
Owon. LES
D= oo
L
e @
¢ maw
,r @
o Baw
s s
o @
g " @ ame
om @
O ores » @ae
@votmies s 5 s

)

Lt

|§ IE

one





