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Abstract

:

Featured Application


This research promotes the application of artificial intelligence research in unit operation and monitors unit operation stability using parameter prediction.




Abstract


Coal slime blending can effectively improve the utilization rate of fossil fuels and reduce environmental pollution. However, the combustion in the furnace is unstable due to the empty pump phenomenon during the coal slurry transport. The combustion instability affects the material distribution in the furnace and harms the unit operation. The bed pressure in the circulating fluidized bed unit reflects the amount of material in the furnace. An accurate bed pressure prediction model can reflect the future material quantity in the furnace, which helps adjust the operation of the unit in a timely fashion. Thus, a deep learning-based prediction method for bed pressure is proposed in this paper. The Pearson correlation coefficient with time correction was used to screen the input variables. The Gaussian convolution kernels were used to implement the extraction of inertial delay characteristics of the data. Based on the computational theory of the temporal attention layer, the model was trained using the segmented approach. Ablation experiments verified the innovations of the proposed method. Compared with other models, the mean absolute error of the proposed model reached 0.0443 kPa, 0.0931 kPa, and 0.0345 kPa for the three data sets, respectively, which are better than those of the other models.
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1. Introduction


China is advocating coal washing and quality improvement processing as well as promoting coal energy low-carbon development. Coal slime is a byproduct of the coal washing process and is characterized by fine particle size, high water holding capacity, high viscosity, high ash content, and low heat generation [1]. If the coal slime is not correctly disposed of, it will harm the environment. The harmful substances contained in coal slime can seep into the ground and cause soil contamination. If coal slime is discharged into rivers and lakes, it will cause severe pollution to water quality. Circulating fluidized bed combustion (CFB) technology, one of the clean coal technologies, has strong adaptability to medium-quality and low coal fuel, with combustion efficiency reaching 95~99% [2]. Therefore, CFB coal slime blending is recognized as the best way to handle coal slime.



However, coal slime blending affects the stability of CFB units significantly. Ideally, the water content of coal slime is constant in each pump of the coal slime pump. In actual operation, the coal slime falls and splashes water on the level meter, causing the alarm. The alarm causes the discharge screw to stop working, emptying the pump. As a result, the uneven mixture of coal slime and water content significantly fluctuates in boiler input energy. The bed pressure of the coal slime blending unit shows a wide range of fluctuations due to the unevenness of the coal feed in the furnace. In the pant-leg CFB units, the unstable bed pressure will lead to the inventory overturn accident, threatening the stable operation of the unit. Accurate prediction models improve the safety of unit operation. By obtaining future information through forecasting, operators can make timely adjustments to their operations, thereby reducing accidents. Therefore, it is necessary to monitor and predict bed pressure. Most studies in bed pressure only focus on mechanism research. The experimental relationship between the lateral pressure difference of the upper furnace and the lateral material exchange flow rate was established by Li [3]. Li also found the critical role of the lateral pressure difference of the upper furnace in material fluctuation, which was also verified by Sun [4]. Many researchers focused on the solid flow model in the furnace to study bed pressure [5]. Yang [6] developed a computational particle fluid dynamics model to simulate solid exchange behavior between two half beds in the bench-scale two-dimensional dual-leg fluidized bed. Wang [7] proposed an empirical correlation of the non-uniformity index to quantify the non-uniformity of gas–solid two-phase flow. The computational particle fluid dynamics model of a pilot-scale CFB was used to numerically simulate its gas–solid flow characteristics by Liu [8]. Afsin Gungor [9] established a CFB axial pressure distribution prediction model based on the particle method to predict bed pressure. Current research also shows that the airflow rate in the furnace has a significant influence on the bed pressure [10]. However, the structure of these mechanism models is complex, and it is difficult to obtain some of the data in the mechanism models. In addition, the empty pump phenomenon makes the measured value of feed quantity in the unit deviate from the actual value. Therefore, the mechanism models make it challenging to achieve accurate bed pressure prediction in coal slime blending CFB units.



Driven by the development of intelligent algorithms, data-driven modeling technology for complex industrial processes is attracting the attention of researchers [11,12]. The data-driven models are applied and migrated without considering the design parameters of units. Such models only need to use operational data to adjust and train the parameters of the model. The error backpropagation neural network (BPNN) [13], least squares support vector machine (LSSVM) [14], and other algorithms are commonly used in the industrial process [15,16]. Due to the time relevance character, algorithms that focus on analyzing the relationships between time relevance industrial data are more suitable for typical industrial process modeling. The emergence of the recurrent neural network (RNN) and the long short-term memory neural network (LSTM) improves the ability of neural network models to extract temporal information from temporal data. These two neural networks are also widely used in industrial forecasting. Xia [17] proposed a new method for predicting renewable energy generation and power load in univariate and multivariate scenarios using the improved stacked gated recurrent unit neural network. The method uses various weather parameters to predict wind power generation and historical energy consumption data to predict power load. Shahid [18] proposed a model composed of LSTM and the genetic algorithm to predict short-term wind power generation. It also provides accurate, reliable, and robust predictions for the wind power of seven wind farms in Europe. Inapakurthi [19] used RNN and LSTM to capture the dynamic trends of 15 environmental parameters, including particulate matter and pollutants in the atmosphere that cause long-term health hazards. In addition to these models, the attention models have also received attention from researchers. The idea of Attention originated from visual images in the 1990s. In 2014, Google Mind [20] team used the attention mechanism to classify images on the RNN model and achieved excellent results. Attentional mechanisms are used in many areas, such as the machine translation field [21], the image recognition field [22], and the language emotion analysis field [23]. In recent years, attention was also widely used in the prediction field. Azam [24] proposed a new hybrid deep learning method based on bi-directional long short-term memory and a multi-head self-attention mechanism, which can accurately predict the marginal price of position and the system load one day ago. By analyzing the formation mechanism of NOx and the reaction mechanism of the SCR reactor, a sequence-to-sequence dynamic prediction model was proposed by Xie [25], which can fit multivariable coupling, nonlinear, and large delay systems. Shih [26] proposed a novel attention mechanism for selecting the relevant time series. Shih used its frequency domain information for multivariate forecasting.



Influenced by the successful application of temporal pattern attention [26], an improved attention layer is proposed in this paper. The model uses the Gaussian convolution kernels in the convolutional neural network, enabling the model to extract different inertial delay properties. Scaled dot-product attention [27] is used in the model for attention computation. The prediction method in this paper treats the input and output of the model and improves the way the model is trained. The main contributions of this paper are summarized as follows:



(1) The delayed relationship between variables was considered in the correlation analysis. The best combination of variable inputs was selected through comparison experiments.



(2) The differential values of the input variables are used as additional input features, which reduce the effect of the autocorrelation of the inputs on the model. The differential values in bed pressure are used as the predictive target for the model to improve the learning ability of the model for the target value.



(3) The attention layer uses the Gaussian convolution kernel to extract the inertial and delay properties of the features. The convolution operation allows the model to learn different inertial and delay properties for different features. Thus, the prediction performance of the model is improved.



(4) Based on the principle of the attention mechanism, the model is trained in segments. The first training segment enables the query vector in the attention layer to learn the target information well. The parameters of the attention layer are updated in the second segment training.



The structure of this paper is as follows: Section 2 describes the background and principle of the method used in this paper. In Section 3, the forecast method proposed in this paper is used to forecast the actual operation data. In Section 4, the prediction methods proposed in this paper are used for ablation research and comparison of prediction models. The ablation study verified the effectiveness of the model structure and data processing method in the prediction method. The model proposed in this paper performs better than other algorithm models in comparing forecast models. Finally, Section 5 summarizes the conclusions obtained from the study with the highlights of significant findings.




2. Background Description


2.1. Coal Slime Blending Circulating Fluidised Bed Overview and Differential Prediction


Alstom pioneered a pant-leg circulating fluidized bed design for its 185 MW unit in New Mexico [28]. The pant-leg boiler structure enhances the secondary air penetration capability. This structure overcomes the difficulties of larger circulating fluidized bed units [29]. The pant-leg circulating fluidized bed boiler structure is shown in Figure 1. The coal and limestone are crushed to proper particle size and mixed with hot boiling materials in the furnace. Among them, the size range of pulverized coal particles is 0~12 mm, d50 = 1.1 mm, and the size range of limestone particles is 0~1 mm, d50 = 0.3 mm. The coal slime is pumped into the furnace chamber to participate in the combustion. The furnace temperature is usually controlled at 850–920 °C to promote the desulfurization reaction. Under the elutriation phenomenon of the CFB unit, part of the small particle will be carried out of the furnace with the flue gas, separated by the cyclone separator, and then returned to the furnace to continue to engage in combustion [30].



Pumping is the most widely used method of blending coal slime in large proportions in CFB boilers. The process of coal slime conveying is shown in Figure 2. The parts with green represent the normal conveying process. The red parts indicate the reasons for the empty pump phenomenon in actual operation. Under normal conditions, the coal slime stored in the coal slime bin is fed to the mixing hopper via the bin bottom slide frame and discharge screw. The coal slime is then pressurized by the plunger coal slime pump and sent to the coal slime lance for injection into the furnace. However, in actual operation, the coal slime mixing is mainly carried out in the hopper. The water enters the hopper and the conveying process all the time. Therefore, the water of the coal slime into the furnace fluctuates greatly. The water of the incoming coal slime fluctuates considerably. The coal slime often falls and splashes water onto the level meter. The water on the level meter causes the level meter to display inaccurately. The safety system sends an alarm signal, stopping the discharge screw from working. In this case, no coal slime enters the mixing hopper, but the plunger coal slime pumps and the moisture regulation system are still running, resulting in the empty pump phenomenon. The fluctuating moisture content of the coal slime and the empty pump phenomenon leads to unstable combustion in the furnace. The combustion instability ultimately leads to an unstable material distribution in the furnace.



The materials on both sides of the furnace chamber are exchanged through the dilute phase area to ensure the material balance during regular operation. When there is a significant deviation in the air quantity on both sides, the side with the larger air quantity will blow the materials to the other side. Due to the accumulation of materials, the air quantity on the other side is reduced. In this case, the side with a large air quantity continuously transfers the material to the other side, forming positive feedback and leading to inventory overturn accidents. The natural phenomenon of inventory overturn accidents is the serious deviation of bed pressure on both sides of the boiler. The process of the inventory overturn of the CFB unit is shown in Figure 3.



The bed pressure of the CFB unit is mainly affected by the amount of material in the furnace [3]. From this perspective, the bed material quantity can be divided into the initial material quantity and the variation of material quantity. The variation of material quantity is caused by the change of unit state, which is usually affected by a particular data segment of the unit. The initial material quantity is determined by the whole operation data of the unit. The model input is a time series of data in the prediction task. Therefore, it is difficult for the model to learn the initial material quantity by direct prediction.



In the bed pressure prediction task, the predicted value is assumed to be the bed pressure value    y  t + k     at time t + k, and the input to the model is the data at time t and before. Therefore, we assume that the predicted value    y  t + k     is composed of the bed pressure variation value   Δ y   and the initial bed pressure value    y t   . The formula is shown in Equation (1). The   Δ y   is predicted by the prediction model. The    y t    is obtained from the current bed pressure measuring point. The method in this paper calculates    y  t + k     by predicting   Δ y  .


   y  t + k   = Δ y +  y t   



(1)




where t is the current moment; k is the prediction step.



Because of the complex combustion process of CFB units, much literature uses the first-order differential equation to model [31,32]. Inspired by these studies, this paper takes the differential value of variables as an additional input feature. In addition, the differential treatment reduces the effect of the autocorrelation of the input variables on the model. The input difference score formula is shown below.


  Δ  x t  =  x t  −  x  t − k    



(2)




where    x t    denotes the model input at time t;   Δ  x t    denotes the additional input features of the model.




2.2. Long Short-Term Memory


The long short-term memory network (LSTM) was proposed by Schmidhuber and Hochreiter in 1997 [33]. The data were put through several such processes in the network. The operation process is as follows:


   i t  = σ  (   W i  ⋅  [   x t  ,  h  t − 1    ]  +  b i   )   



(3)






   f t  = σ  (   W f  ⋅  [   x t  ,  h  t − 1    ]  +  b f   )   



(4)






   o t  = σ  (   W o  ⋅  [   x t  ,  h  t − 1    ]  +  b o   )   



(5)






       c ˜   t  =  t a n h   (   W c  ⋅  [   x t  ,  h  t − 1    ]  +  b c   )   



(6)






   c t  =  f t  ×  c  t − 1   +  i t  ×   c ˜  t   



(7)






   h t  =  o t  ×  t a n h   (   c t   )   



(8)




where  W  and  U  represent weight values;  b  represents offset values;    h  t − 1     represents the output of its cells at the previous moment;  f ,  i ,  o  denote the forgetting gate, the input gate, and the output gate, respectively;  c  represents the cell state of the neuron;   c ˜   indicates the candidate cell state of the neuron;    h t    denotes the output of the LSTM layer at time t; and the subscript t indicates the moment t.



 σ  represents the sigmoid activation function. The expression of the sigmoid activation function and the tanh activation function are as follows:


  σ  ( x )  =  1  1 +  e  − x      



(9)






   t a n h   ( x )  =    e x  −  e  − x      e x  +  e  − x      



(10)








2.3. Correlation Coefficient Calculation


There are different delay characteristics between the sampling data of different characteristics of CFB boilers. Such delay characteristics have an impact on the similarity analysis between variables. The traditional Pearson correlation coefficient does not consider the influence of delay characteristics between variables on the correlation coefficient. In this paper, the time correspondence between the two sequences is corrected by sliding calculation. Moreover, the Pearson correlation coefficient of the corresponding time correction value is calculated. The maximum value of all correlation coefficients is used as the final correlation coefficient. The algorithmic process is as follows:



(1) Randomly generated   t ⊆  Ν +   ,    d  max   + l − 1 ≤ t ≤  L  t r a i n   − k  .    L  t r a i n     is the size of the training set, and l is the length of the data sequence.  d  is the time correction value, and    d  max     is the maximum of  d .



(2) Data sequence   X {  x  t − d − l + 1   ,  x  t − d − l + 2   , …  x  t − d   }   and   Y {  y  t − l + k + 1   ,  y  t − l + k + 2   , …  y  t + k   }   are sampled in the input and output of the training set.



(3)  d  changes from 0 to    d  max   − 1  . The Pearson correlation coefficients of sequence   X {  x  t − d − l + 1   ,  x  t − d − l + 2   , …  x  t − d   }   and   Y {  y  t − l + k + 1   ,  y  t − l + k + 2   , …  y  t + k   }   are calculated, respectively. A set of correlation coefficients with the length of    d  m a x     is obtained. The Pearson correlation coefficient formula is shown in Equation (11).


   ρ  d , X , Y   =     ∑  i = t − d − l + 1   t − d     (   x i  −  x ¯   )  ×  (   y  i + k + d   −  y ¯   )          ∑  i = t − d − l + 1   t − d       (   x i  −  x ¯   )   2  ×     ∑  i = t − d − l + 1   t − d       (   y  i + k + d   −  y ¯   )   2         



(11)




where    x ¯    and    y ¯    represent the average of the sampling sequences X, Y, respectively;    x i    and    y i    represent the i-th x in the X, and the i-th y in the Y, respectively.



(4) Repeat step 1 to step 3 for    M  r e     times. The average value     ρ ¯   d , X , Y     of    M  r e     results is calculated.



(5) The maximum value in     ρ ¯   d , X , Y     is used as the similarity     ρ ¯   X , Y     between variable X and Y.


    ρ ¯   X , Y   =   max  d   (    ρ ¯   d , X , Y    )   



(12)








2.4. Attention Layer


Inspired by the successful application of temporary pattern attention in the literature [26], this paper proposes an improved attention network structure. Figure 4 shows the calculation process of the model. The model extracts temporal information    H  t − 1  C    in    H  t − 1     by the convolution operations. Where    H  t − 1   =  {   h 1  ,  h 2  ⋅ ⋅ ⋅ ,  h  t − 1    }   ,    h t    represents the LSTM layer output at time t. By focusing on the output    h t    at the last moment, the model extracts the relevant time sequence information in    H  t − 1  C   , thereby improving the learning ability of the model. In convolution operation, the Gaussian convolution kernel is used to extract the inertial delay characteristics of data. The convolution kernels corresponding to each feature are independent of each other. Scaled dot-product attention is used to calculate the similarity of time series. The Gaussian convolution kernel formula used in the model is as follows:


  ker =  K  ker   × exp  (    −    (  a − b  )   2   /   c 2     )   



(13)






   a i  = i  



(14)






   K  ker   =  {      1 ,     a − b ≥ 0       0 ,     a − b < 0        



(15)




where   a , b , c ∈  ℝ w   ,  w  is the length of the convolution kernel;    a i    representing the i-th element in  a ;  b , and  c  are trainable parameters. The shape of the Gaussian convolution kernel depends on  b  and  c . Different Gaussian convolution kernels can extract different inertia and delay characteristics in the data.    K  ker     is a step function used to cut the Gaussian convolution kernel. It should be noted that in model training,    K  ker     does not perform gradient calculation.



The convolution operation can extract the data delay inertia characteristics through the Gaussian convolution kernel. To better illustrate, we randomly generate a Gaussian convolution kernel for elaboration. We assume that the data has an input of 1 at the moment 0 and 0 at other moments. We pad the input at the 0 moment with w − 1 zeros in front of it. The result of the convolution operation is the influence of the input at the moment 0 on the input at subsequent moments. The result of the convolution operation is shown in Figure 5. The data first pass through a purely delayed segment and then gradually makes an impact, reaching a peak and then stopping. This inertial delay response is close to the step response curve of each variable and the target variable in Reference [34]. The trainable parameters in the convolution kernel determine the shape of the convolution kernel so that the model can extract the inertial delay characteristics of different characteristics.



The calculation process of the model is as follows: The model first performs the convolution operation on the data, and    H  t − 1     forms    H  t − 1  C    after the convolution operation.


   H  t − 1  C  = C N N  (   H  t − 1    )   



(16)







The similarity between    h t    and the feature at each time step in    H  t − 1  C    is calculated. The attention calculation method is scaled dot-product attention, with    H  t − 1  C    as the query vector and value vector, and    h t    as the key vector.    v  t − 1     is obtained by weighted summation of    H  t − 1  C    according to the similarity score.    v  t − 1     and    h t    are weighted and summed to obtain the final output  O .


  α = s o f t m a x  (  f  (   H  t − 1  C  ,  h t   )   )   



(17)






  f  (   H  t − 1  C  ,  h t   )  =    H  t − 1  C   h t   /   m     



(18)






   v  t − 1   = α  H  t − 1  C   



(19)






  O =  W h  ×  h t  +  W v  ×  v  t − 1    



(20)




where    H  t − 1   ∈  ℝ   (  t − 1  )  × m    ,    H  t − 1  C  ∈  ℝ  n × m    ,    W h  ∈  ℝ  m × m    ,    W v  ∈  ℝ  m × m    ,    v  t − 1   ∈  ℝ m   ,   α ∈  ℝ n   .





3. Structuring of the Proposed Forecast Framework


In this section, the production data from LinHuan Zhongli 1 # 330 MW circulating fluidized bed unit in China illustrates the prediction modeling steps. The boiler slime blending system was designed and manufactured by PUTZMEISTER, Germany. The coal slime blending method is a typical coal slime pumping system consisting of the coal slime silo, the bin bottom slide frame, the flushing water pressure pump, and four coal slime pumping pipelines. The coal slime guns are arranged at a position 2.6 m high from the air distribution board, two on each of the left and right side walls of the boiler, and arranged horizontally and symmetrically. The coal slime gun comprises the gun body, the ball valve, the gate valve, and the safety valve. This paper uses three datasets for prediction and comparison. Among them, dataset 1 and dataset 2 come both from the operational data from 18 to 20 June 2018. The difference is that dataset 1 is all the operational data from the unit during regular operation. Dataset 2 has fault data in the test set. Dataset 3 is the operating data of the unit between 12 September and 14 September 2015. All datasets have a sampling interval of 5 s and a prediction step of 6. The size of all datasets is 39,600. All data sets are divided into training, validation, and test sets according to the data segment lengths of 36,000, 1600, and 2000 in that order. The prediction task is shown as an example of left bed pressure prediction. The three datasets are described as follows:




	
Dataset 1: The entire dataset is in regular operation. The time range of the data set was from 18 June 2018, 0:21 to 20 June 2018, 7:21.



	
Dataset 2: There was an inventory overturn accident in the test set. The time range of the data set was from 18 June 2018, 14:05, to 20 June 2018, 21:05.



	
Dataset 3: The data in the dataset are normal operation data. The time range of the data set was from 12 September 2015, 0:21 to 14 September 2015, 7:21.








The flow of the prediction method in this paper is shown in Figure 6. Among them, the variable screening method is described in Section 2.3. The hyperparameters of the model are adjusted according to the errors on the validation set. The program was compiled using Python, and the algorithm model used Pytorch and Scikit-learn framework. All experiments were carried out in the Python compiling environment using an Intel Core i9-10900K CPU and RTX3080 GPU machine. CUDA and cuDNN accelerate the algorithm model.



3.1. Prediction Model Structure


The prediction model structure proposed in this paper is shown in Figure 7. The variable data is input into the network model after the variable screening. The number of input features is m/2. The input data are differenced to form the new input to the model, where the differential values of the model inputs are also normalized. The step length of the differential value is the same as the length of the prediction step. The final model input with feature number m is formed. In this model, the LSTM part is composed of a stack of N identical layers. Each layer has two sub-layers. The first is an LSTM layer with 2 m units, and the second LSTM layer with m units. The attention model in this paper computes the data after passing through the LSTM part. The final output is formed by the dense layer, the batch normalization layer, and the activation function. The output of the model is the differential value between the current time and the predicted time.



The dense layer adopted the full connection layer of one neuron in the model structure, and the activation function adopted the Sigmoid function. The function expression is shown in Equation (9). The ResNet (residual network) structure and batch normalization layer were added to the model structure in this paper. The ResNet and batch normalization are described as follows:




	
ResNet: This network structure was proposed in 2015 [35], which significantly promoted deep learning model development. This structure is added to solve the problem of model degradation in the neural network, which refers to the fact that the performance drops rapidly after adding more layers to the network. With the addition of ResNet, the parameters of the deep neural network can be optimized more easily.



	
Batch Normalization: This network layer structure was proposed in 2015 to solve interval covariate shift (ICS) [36]. It is found that the layer has the advantage of smoothing the optimization space and regularizing the model in the subsequent research. Therefore, the batch normalization layer is used before the final output layer in the model to accelerate the convergence of the model.









3.2. Segmented Training


In this work, a segmented training approach was applied to learn the parameters of the model based on the computation of the attention layer. In the original temporal pattern attention calculation process, the attention layer in this paper focuses on the last-moment state output    h t    of the LSTM layer. In the early stages of training, slow convergence of the attention layer parameter learning occurs due to the information confusion in    h t   . Therefore, this paper uses a segmented training approach to train the parameters of the model. The model is divided into an LSTM layer part and an output layer part, using the attention layer as the dividing point. A fully connected layer with one unit is added in the first segment after the    h t   . A sigmoid activation function is used for the final output. After the training, the fully connected layer is replaced with the output layer part of this paper. In the second segment of training, the parameters of the LSTM layer part are fixed, and only the parameters of the output layer part are trained. The training process is shown in Figure 8.




3.3. Performance Assessment


To assess the prediction performance under different experimental scenarios, two scientific performance metrics are selected for prediction. This paper chooses mean absolute error (MAE) and mean absolute percentage error (MAPE) as performance metrics, which are used for evaluating the performance of different models in prediction results and can be expressed as follows:



Mean absolute error (MAE):


  M A E =  1 n    ∑  i = 1  n    |   y i  −  y i ′   |     



(21)







Mean absolute percentage error (MAPE):


  M A P E =  1 n    ∑  i = 1  n    |     y i  −  y i ′     y i     |     



(22)




where    y i ′    is the predicted value;    y i    is the target value; n is the number of prediction data;   y ¯   is the average value of    y i   . Generally, the lower values of MAE and MAPE lead to better performance of the prediction task.




3.4. Data Standardization and Differential Processing


Too large or too small an input can easily lead to unstable gradient values. Data normalization can effectively avoid such problems. This paper uses the min-max scaling method to normalize the data linearly. The min-max scaling formula is as follows: mapping the data to the range of 0 to 1 by min-max scaling is more beneficial to the training of network model parameters.


   x i ′  =    x i  −  x  min      x  max   −  x  min      



(23)




where    x  min     and    x  max     represent the minimum and maximum values in the data;    x i ′    represents the data after standardization;    x i    represents the data before standardization.



The prediction method in this paper uses a differential prediction method, which is stated in Section 2.1. The differential processing is divided into differential processing for the target value and differential processing for the input. The differential processing for the target value is shown below.


  Δ y =  y  t + k   −  y t   



(24)




where    y  t + k     is the value of the predicted target at time t + k;    y t    is the value of the predicted target at time t;   Δ y   is the differential value between the two moments. The prediction model obtains the value of    y  t + k     by predicting   Δ y  . The k is set to 6 in this paper.



In addition, the prediction method in this paper also performs differential processing on the input of the model. The differential processing for the input is shown in Equation (2).




3.5. Variable Filtering


The method described in this paper uses Dataset 1 to filter the variables. CFB unit control quantities are used as input features for the model in this paper. The differential values of these variables are input as features of the model. The correlation coefficients between the input features and differential value were calculated using the method in Section 2.3. This paper sets    d  max    , l, and    M  r e     to 100, 200, 4000, respectively. Table 1 shows the calculation results of the correlation coefficients. The correlation coefficients of the input variables are sorted in descending order, and the results are shown in Table 1.



The screening of variables based on empirical thresholds is unreliable, so the comparison experiments are used to perform variable screening. The experiments first rank the importance of the variable features according to the correlation coefficient. Then the experimental groups were constructed by adding the features in order of importance. Finally, the accuracy performance of the prediction model on the validation set is used as the basis for variable selection. Table 2 shows the prediction performance of each experimental group on the validation set. EG-i indicates that the top i most essential features among the features are used as the input to the model. The same model hyperparameter settings were used for all experimental groups, as shown in Table 3. Table 2 presents the mean and standard deviation of all experimental groups in three runs. The best performance is in boldface.



As can be seen from Table 2, the best prediction accuracy of the validation set was achieved for the input features of EG-6. Therefore, the input features of EG-6 are considered the results of the variable filtering. The selected variables are fuel quantity, primary air quantity on the right side, secondary air quantity at upper left side, primary air quantity on the left side, secondary air quantity at lower right side, and secondary air quantity at upper right side.




3.6. Model Prediction Results


The model is trained using the segmented training approach. The parameters of the LSTM layer are trained first. The last moment output    h t    of the LSTM layer is output through a fully connected layer. The sigmoidactivation function is used for the final output. After the first training segment, the model parameters of the LSTM are migrated into the model of this paper. In the second training segment, only the parameters of the output layer part are trained. The hyperparameters of the model in this paper are selected by the validation set. The specific hyperparameters are shown in Table 4.



The model was trained on 36,000 training samples. The average training time in the first training segment was 650 s, and the average period of training stop was 134. The average training time in the second training segment was 260 s, and the average period of training stop was 83. The entire training process is performed using the early stopping strategy, and the optimizer uses AdamW [37]. Figure 9 and Figure 10, and Table 5 show the predicted results of the model on the test set. The mean values of the predicted results are presented in Figure 9 and Figure 10. The mean and standard deviation of the results of the three replicate experiments are shown in Table 5. In Figure 9, the target value is the actual differential value. In Figure 10, the target value is the actual value of the bed pressure after 30 s. From the results, it can be seen that the model in this paper has accurate prediction performance on all three datasets. It can be seen from the prediction results of Dataset 2 that the model can still capture the bed pressure changes well in the case of sudden changes in bed pressure.





4. Comparison and Discussion


In this section, the model proposed in this paper is analyzed and discussed in two main parts. The first part is the ablation study, where several innovations of the prediction method in this paper are ablated for experiments to verify the effectiveness of the innovations. The second section compares the model in this paper with other prediction models. It should be noted that the curves in the pictures in this section are the average of all replicate experiments. In order to show the comparison effect more clearly, the pictures only show the part of the test set with a length of 600. The table shows the mean and standard deviation of the error of all replicate experiments.



4.1. Ablation Study


4.1.1. Differential Prediction Method


The ablation experiments are conducted for the differential prediction method. The differential prediction method was used for the control group. The experimental group used the direct prediction method. Because of the change in the prediction method, the final bed pressure prediction results are used as the target value. The results are shown in Table 6 and Figure 11.



It can be seen from the results that the use of the differential prediction method greatly improves the prediction performance of the model. The direct prediction approach makes it difficult for the model to learn the mapping relationship between the input and the bed pressure. The main reason is that the model has a limited input length and cannot fully characterize the initial values of bed pressure resulting from the entire past operation. After adopting the differential prediction approach, the model predicts by learning the bed pressure variation, thus achieving better prediction performance. Moreover, the neural network model is more likely to learn low-frequency information and ignore high-frequency information during the training process [38]. The differential processing of bed pressure similarly extracts the high-frequency information of the data, allowing the model to learn the high-frequency information of the variables directly. Therefore, the predictive performance of the model is improved.




4.1.2. Differential Processing of Input Variables


Ablation experiments are performed for the differential processing of model inputs. Figure 12 and Table 7 show the comparison results of the ablation experiments. The model adding the differential features can learn the differential value features better from the results. The main reason for this is that the differential treatment of the input variables conforms to the form of a first-order differential equation, which improves the learning ability of the model for the unit data. Moreover, the differential treatment reduces the effect of the autocorrelation of the input variables on the model.




4.1.3. Gaussian Convolution Kernel


The Gaussian convolution kernel in the model discussed in this paper is replaced with a traditional convolution kernel. Random initialization is used for training. Figure 13 and Table 8 show the prediction results of the two models.



From the results, it can be seen that the model in this paper achieves a better prediction performance. The convolution operation in this paper extracts inertial and delay information from the data by employing the Gaussian kernel. There are two trainable parameters in the convolution kernel used in this paper, which determine the shape of the Gaussian curve. Therefore, the convolution kernels used in this paper can learn well for different inertia and delay features. The analysis is carried out in two aspects.



(1) The problem of data characteristics: Due to the large delay and inertia characteristics of CFB unit data, it is difficult for the traditional CNN algorithm to identify the inertia and delay characteristics of each feature. Traditional CNN is used to mine periodic information in a time series. In contrast, the bed pressure prediction task has a short time interval and is time sensitive. Therefore, the periodic information and periodic patterns of the data are not obvious in this task for CFB units.



(2) The problem of data size: The model requires more inductive bias to improve prediction performance on the small datasets [39]. The Gaussian convolution kernel in this model contains more inductive bias. Therefore, CNN with Gaussian convolutional kernels performs better on smaller datasets than traditional CNN.




4.1.4. Gaussian Convolution Kernel


Ablation experiments were performed for segmentation training. The experimental results are shown in Figure 14 and Table 9. From the results, it can be seen that the model produces better prediction performance after using segmented training. The main reason for this is related to the attentional mechanism of TPA-LSTM. In the original TPA-LSTM model, the model uses the last-moment information from the output of the LSTM model as the query vector in the attention mechanism. The output of the historical moment is attended to using the query vector. However, in the directly trained model, the last-moment information greatly differs from the target information. Therefore, during the training of the attention layer, the attention information of the historical moment also has a large deviation. In the segmented training, the parameters of the LSTM layer are obtained by the first segment training. At the end of the first training segment, the last moment of information in the LSTM output captures the target information very accurately. Subsequent training of the parameters of the attention layer resulted in faster convergence of the model, and better prediction performance was achieved.





4.2. Comparison of Prediction Models


The CNN-LSTM [40], the least squares support vector regression (LSSVR), LSTM [33], BP neural network, and the TPA-LSTM [26] model are compared to verify the validity of the model examined in this paper. In the comparison experiments discussed in this section, the input variables of the model are the six variables screened in Section 3.2 and their differential values. The output of the model is the differential value of bed pressure. Figure 15 and Figure 16, and Table 10 show the comparison results.



From the results, it can be seen that the model examined in this paper achieves the best prediction performance on all three datasets. Dataset 1 and Dataset 3 are data from the regular operation of the unit. It can be seen from the figure that the model in this paper can better learn the characteristics of the bed pressure variation values. The test set of Dataset 2 contains fault data. Our model can also accurately predict the bed pressure variation in this case.



The BP model and the LSSVR model cannot handle the time series information of the data in the input of the model. Therefore, both models perform worse than the other algorithms in all three datasets. To our surprise, the BP model performs close to the other compared algorithms in Dataset 2. After analysis, it is revealed that the main reason for this is the autocorrelation of the data. The sampling time is too short, resulting in autocorrelation between the data so that the temporal information of the data is not fully displayed. The LSTM model performs the selection of historical states through the forgetting gate. However, the inertia and delay properties unique to each feature are not fully considered during the LSTM model computation. Therefore, the model does not learn the target values correctly. The convolution operations in the TPA-LSTM and CNN-LSTM models are used to extract the period information in the MTS data. This type of period information is not obvious during the short-term operation of CFB units. Therefore, the CNN-LSTM model and TPA-LSTM cannot learn the periodic information. This problem leads to the degradation of the prediction performance of the models.





5. Conclusions


This paper proposes a prediction method of the bed pressure of circulating fluidized bed units. The method is verified by the operation data of Linhuan Zhongli 1 # 330 mw circulating fluidized bed unit in China, which operates with coal slime blending. In terms of MAE metrics, the proposed method reached 0.0379 kPa, 0.0165 kPa, and 0.0327 kPa on the three datasets, respectively. In terms of MAPE metrics, the proposed method reached 6.81%, 3.33%, and 6.68 % on the three datasets, respectively. The results of this paper have particular reference significance for applying in-depth learning in the industrial field. The predictive method proposed in this paper has achieved an excellent prediction effect on actual operation data, which effectively proves the reliability of the prediction model. However, the limitation of this study is that the effects of coal quality variation and coal slime blending ratio on model accuracy are not considered. Future work includes the method needed to characterize coal quality data and coal slime blending ratios for the deep learning model.
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Figure 1. Structure of pant-leg circulating fluidized bed boiler. 
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Figure 2. Coal slime conveying flow chart. 
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Figure 3. The process of inventory overturn. The solid arrows represent the direction of the airflow. The dashed arrows represent the direction of material flow. 
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Figure 4. Attention layer structure diagram. Where n = t − w, t is the length of time step of input data; w is the size of the convolution kernel; and m is the characteristic number of input data. 
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Figure 5. Data impact diagram. 
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Figure 6. Prediction flow diagram. The data are sequentially differenced and normalized. The variables are filtered by training set and validation set. Finally, the parameters of the model are trained by the training set. The hyperparameters of the model are selected by the validation set. 
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Figure 7. The structure of the prediction model. 
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Figure 8. Segmented training diagram. The red box in the figure indicates the position of parameter updates in each training segment. The blue box indicates the positions where the parameters are fixed. 
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Figure 9. The prediction results diagram of differential value. 
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Figure 10. The prediction results diagram of bed pressure. 
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Figure 11. The prediction comparison diagram of the differential prediction method. 
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Figure 12. The prediction comparison diagram of differential processing of input variables. 
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Figure 13. The prediction comparison diagram of Gaussian convolution kernel. 
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Figure 14. The prediction comparison diagram of segmented training. 
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Figure 15. The prediction comparison diagram of differential value. 
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Figure 16. The prediction comparison diagram of bed pressure. 
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Table 1. The results table of correlation coefficient.
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	Variable Name
	Correlation Coefficient
	Rank Value





	Fuel quantity
	0.33070
	1



	Rotation speed of left slag cooler
	0.16932
	9



	Rotation speed of right slag cooler
	0.14856
	11



	Valve opening of left return valve
	0.20790
	8



	Valve opening of right return valve
	0.14490
	12



	Secondary air quantity at lower left side
	0.27176
	7



	Secondary air quantity at lower right side
	0.28662
	5



	Secondary air quantity at upper left side
	0.29472
	3



	Secondary air quantity at upper right side
	0.27559
	6



	Primary air quantity on the left side
	0.28987
	4



	Primary air quantity on the right side
	0.31606
	2



	Left limestone flow
	0.15164
	10



	Right limestone flow
	0.08738
	13
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Table 2. The experimental results table of variable selection.
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	Group Name
	MAE
	MAPE/%





	EG-1
	0.0570 ± 0.0001
	10.47 ± 0.03



	EG-2
	0.0491 ± 0.0002
	9.02 ± 0.15



	EG-3
	0.0461 ± 0.0004
	8.40 ± 0.06



	EG-4
	0.0433 ± 0.0010
	7.82 ± 0.14



	EG-5
	0.0425 ± 0.0005
	7.74 ± 0.18



	EG-6
	0.0404 ± 0.0010
	7.44 ± 0.23



	EG-7
	0.0446 ± 0.0002
	8.21 ± 0.08



	EG-8
	0.0445 ± 0.0003
	8.14 ± 0.06



	EG-9
	0.0448 ± 0.0004
	8.03 ± 0.04



	EG-10
	0.0456 ± 0.0017
	8.12 ± 0.18



	EG-11
	0.0489 ± 0.0019
	8.63 ± 0.29



	EG-12
	0.0461 ± 0.0018
	8.25 ± 0.37



	EG-13
	0.0466 ± 0.0008
	8.26 ± 0.12
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Table 3. The hyperparameter table of the variable screening model.
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	Hyper-Parameters
	Title 3





	Timestep
	64



	N
	1



	Batch size
	100



	Learning rate
	0.001



	Size of the convolutional kernel
	8
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Table 4. The hyperparameter selection results of prediction model.
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	Hyper-Parameters
	Title 3





	Timestep
	128



	N
	2



	Batch size
	50



	Learning rate
	0.001



	Size of the convolutional kernel
	32
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Table 5. Prediction results table.
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Bed Pressure Value

	
Differential Value




	

	
MAE/kPa

	
MAPE/%

	
MAE

	
MAPE/%






	
Dataset 1

	
0.0443 ± 0.0004

	
0.40 ± 0.00

	
0.0379 ± 0.0003

	
6.81 ± 0.07




	
Dataset 2

	
0.0931 ± 0.0030

	
0.79 ± 0.03

	
0.0165 ± 0.0005

	
3.33 ± 0.12




	
Dataset 3

	
0.0345 ± 0.0022

	
0.29 ± 0.02

	
0.0327 ± 0.0021

	
6.68 ± 0.39
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Table 6. The prediction comparison table of differential prediction method.
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Control Group

	
Experimental Group




	

	
MAE/kPa

	
MAPE/%

	
MAE/kPa

	
MAPE/%






	
Dataset 1

	
0.0443 ± 0.0004

	
0.40 ± 0.00

	
0.3779 ± 0.0399

	
3.39 ± 0.36




	
Dataset 2

	
0.0931 ± 0.0030

	
0.79 ± 0.03

	
0.4985 ± 0.0404

	
4.22 ± 0.32




	
Dataset 3

	
0.0345 ± 0.0022

	
0.29 ± 0.02

	
0.5816 ± 0.0771

	
4.91 ± 0.71
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Table 7. The prediction comparison table of differential processing of input variables.
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Control Group

	
Experimental Group




	

	
MAE

	
MAPE/%

	
MAE

	
MAPE/%






	
Dataset 1

	
0.0379 ± 0.0003

	
6.81 ± 0.07

	
0.0460 ± 0.0003

	
8.27 ± 0.08




	
Dataset 2

	
0.0165 ± 0.0005

	
3.33 ± 0.12

	
0.0232 ± 0.0022

	
4.65 ± 0.48




	
Dataset 3

	
0.0327 ± 0.0021

	
6.68 ± 0.39

	
0.0434 ± 0.0008

	
8.76 ± 0.15
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Table 8. The prediction comparison table of differential processing of input variables.
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Control Group

	
Experimental Group




	

	
MAE

	
MAPE/%

	
MAE

	
MAPE/%






	
Dataset 1

	
0.0379 ± 0.0003

	
6.81 ± 0.07

	
0.0440 ± 0.0006

	
7.90 ± 0.11




	
Dataset 2

	
0.0165 ± 0.0005

	
3.33 ± 0.12

	
0.0185 ± 0.0001

	
3.74 ± 0.02




	
Dataset 3

	
0.0327 ± 0.0021

	
6.68 ± 0.39

	
0.0398 ± 0.0006

	
8.04 ± 0.17
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Table 9. The prediction comparison table of segmented training.
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Control Group

	
Experimental Group




	

	
MAE

	
MAPE/%

	
MAE

	
MAPE/%






	
Dataset 1

	
0.0379 ± 0.0003

	
6.81 ± 0.07

	
0.0401 ± 0.0004

	
7.17 ± 0.14




	
Dataset 2

	
0.0165 ± 0.0005

	
3.33 ± 0.12

	
0.0178 ± 0.0005

	
3.59 ± 0.07




	
Dataset 3

	
0.0327 ± 0.0021

	
6.68 ± 0.39

	
0.0384 ± 0.0011

	
7.75 ± 0.21
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Table 10. Comparison results table.






Table 10. Comparison results table.





	

	
Dataset 1

	
Dataset 2

	
Dataset 3




	

	
MAE

	
MAPE/%

	
MAE

	
MAPE/%

	
MAE

	
MAPE/%






	
TPA-LSTM

	
0.0433 ± 0.0004

	
7.75 ± 0.07

	
0.0220 ± 0.0006

	
4.38 ± 0.14

	
0.0412 ± 0.0017

	
8.27 ± 0.30




	
CNN-LSTM

	
0.0454 ± 0.0003

	
8.09 ± 0.04

	
0.0223 ± 0.0011

	
4.38 ± 0.21

	
0.0418 ± 0.0026

	
8.46 ± 0.49




	
LSTM

	
0.0472 ± 0.0005

	
8.47 ± 0.14

	
0.0222 ± 0.0001

	
4.41 ± 0.06

	
0.0455 ± 0.0022

	
9.16 ± 0.40




	
LSSVR

	
0.0496

	
8.94

	
0.0251

	
5.03

	
0.0478

	
9.84




	
BP

	
0.0519 ± 0.0006

	
9.30 ± 0.18

	
0.0226 ± 0.0001

	
4.49 ± 0.03

	
0.0496 ± 0.0004

	
10.07 ± 0.02




	
Our model

	
0.0379 ± 0.0003

	
6.81 ± 0.07

	
0.0165 ± 0.0005

	
3.33 ± 0.12

	
0.0327 ± 0.0021

	
6.68 ± 0.39
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