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Calculation of the extraction recovery 
The extraction recovery (ER %) was employed for the evaluation of the extraction efficiency of the proposed 
analytical scheme. This term was estimated using the following expression: 
 𝐸𝑅 % =  ஼೚ೝ೒ × ௏೚ೝ೒஼ೌ೜ × ௏ೌ ೜ × 100  (1) 
 
where Corg and Caq are the concentrations of the analyte in the organic and aqueous phase (5 μg mL-1), and 
Vorg and Vaq are the volume of upper organic and aqueous layer, respectively. The calculation of Corg was 
performed by external standardization by direct injection of standard solutions in the range of 1 – 5 μg mL−1 
prepared in water.   
 
 
Accuracy profiles 
This approach is based on the graphical report of i) the acceptability intervals that describe the required 
performance of the analytical method and ii) the β-expectation tolerance intervals (β-ΕΤΙ). The latter represents 
the interval where it is expected that a proportion β of future measurements will be within the acceptance 
limits λ [1]. In should be stated that the accuracy profiles could be also informative for the realistic estimation 
of the limit of quantitation (LOQ) of the method.  The mathematical expression of the analytical profile is given 
below: 
 ቎𝑏𝑖𝑎𝑠(%)௝ − 𝑄௧ ൬𝑣; 1 + 𝛽2 ൰ ඨ1 + 1𝑝𝑛𝐵௝ଶ 𝑠௥,௝ ; 𝑏𝑖𝑎𝑠(%)௝ + 𝑄௧ ൬𝑣; 1 + 𝛽2 ൰ ඨ1 + 1𝑝𝑛𝐵௝ଶ 𝑠௥,௝ ቏ 

 

where bias(%)j = ఓෝೕିఓ೅ೕఓ೅ೕ × 100,      sr,j = ఙෝೈ,ೕమ  ା ఙෝಳ,ೕమఓෝೕ × 100,      Bj =ඪ ഑ෝ೧,ೕమ഑ෝೈ,ೕమ ାଵ
௡ ഑ෝ೧,ೕమ഑ෝೈ,ೕమ ାଵ ,     ν = (ோାଵ)మோା భ೙(೛షభ)ାଵି భ೛೙మ 

 
- 𝜇̂௝ is the estimate of the mean results of the jth concentration level 
- 𝜇்̂ is the unknown “true value” 
- p is the number of series 
- n is the number of the independent replicate per series 
- Qt (ν ; ଵାఉଶ ) is the β quantile of the t-Student distribution with ν degrees of freedom 
- 𝜎ොௐ,௝ଶ  is the within series variance 
- 𝜎ො஻,௝ଶ  is the between series variance 
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Figure S1. Chemical structure of meloxicam (MEL), piroxicam (PIR) and the nimesulide (ISTD). 
 
 
 
 
 
 

 
Figure S2. Normal probability plots for the % ER of A) PIR and B) MEL. 
 
 
 
 
 
 
 
 
 

 
Figure S3. Residuals vs predicted plots for the of A) PIR and B) MEL. 
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Figure S4. Linearity profile of A) MEL and B) PIR. The plain blank line corresponds to the identity line (Y = X), 
the blue dashed line represents the accuracy profile (β-ΕΤΙ) and the dotted curves illustrate the acceptance 
limits λ ± 15% expressed in μg mL-1. 
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Table S1. Analysis of variance (ANOVA) for BBD for ER% of MEL. 

Source Sum of Squares df Mean 
Square F-value p-value  

Model 2602.59 6 433.77 17.91 < 0.0001 significant 
A-V(ACN) 316.42 1 316.42 13.06 0.0047  
B-V(S) 53.75 1 53.75 2.22 0.1672  
C-Na2SO4 volume 10.48 1 10.48 0.4325 0.5256  
BC 361.74 1 361.74 14.93 0.0031  
A² 326.44 1 326.44 13.48 0.0043  
B² 1451.55 1 1451.55 59.93 < 0.0001  
Residual 242.21 10 24.22    
Lack of Fit 213.07 6 35.51 4.87 0.0736 not significant 
Pure Error 29.14 4 7.29    

 
 
 
Table S2. Analysis of variance (ANOVA) for BBD for ER% of PIR. 

Source Sum of Squares df Mean 
Square F-value p-value  

Model 2319.37 6 386.56 15.57 0.0002 significant 
A-V(ACN) 420.53 1 420.53 16.93 0.0021  
B-V(S) 118.66 1 118.66 4.78 0.0537  
C-Na2SO4 volume 24.27 1 24.27 0.9774 0.3462  
BC 233.75 1 233.75 9.41 0.0119  
A² 242.76 1 242.76 9.77 0.0108  
B² 1214.38 1 1214.38 48.90 < 0.0001  
Residual 248.35 10 24.84    
Lack of Fit 221.69 6 36.95 5.54 0.0596 not significant 
Pure Error 26.66 4 6.66    

 
  



 6

Table S3. Validation results for the determination of MEL in human urine. 
 

Validation criteria    
Response function (unweighted linear regression) Slope Intercept (×103) r2 

(ka = 3; m = 5; n = 3) (0.1 ─ 4.0 μg mL-1)    
Day 1 0.8946 − 0.0619 0.9997 
Day 2 0.8815 − 0.0109 0.9990 
Day 3 0.8722 − 0.0312 0.9994 

    
Precision (k = 3; n = 3)    

C (μg mL-1 ) sr (%)b sR (%)c  
0.1 3.9 2.9  
0.5 1.6 3.5  
1 2.2 3.0  
2 1.7 2.8  
4 2.8 2.0  
    

Trueness (k = 3; n = 3)    
C (μg mL-1 ) Relative bias (%)  

0.1 − 1.7   
0.5 + 1.6   
1 − 1.3   
2 + 0.2   
4 + 1.7   
    

Accuracy (k = 5; n = 3)    
C (%) Relative β-ΕΤΙ (%)  
0.1 [− 14.63, 11.22]  
0.5 [− 7.43, 10.68]  
1 [− 8.67, 6.17]  
2 [− 7.56, 7.94]  
4 [− 3.09, 6.56]  
   

Linearity (k = 3; n = 3; m = 5)  
(0.1 ─ 4.0 μg mL-1)   

   
Slope 1.035  

Intercept − 0.032  
r2 0.9999  

LOD (μg mL-1) 0.03  
LLOQ (μg mL-1) 0.1  

a k: number of experiments, m: calibration levels and n: replicates. b sr (%): relative 
standard deviation for repeatability. c sR (%): relative standard deviation for intermediate. 
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