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Abstract

:

Personalized location recommendations aim to recommend places that users want to visit, which can save their decision-making time in daily life. However, the recommending task faces a serious data sparsity problem because users have only visited a small part of total places in a city. This problem directly leads to the difficulty in learning latent representations of users and locations. In order to tackle the data sparsity problem and make better recommendations, users’ app usage records in different locations are introduced to compensated for both users’ interests and locations’ characteristics in this paper. An attributed graph-based representation model is proposed to dig out user–app–location associations with high-order features aggregated. Extensive experiments prove that better representations of users and locations are obtained by our proposed model, thus it greatly improves location recommendation performances compared with the state-of-art methods. For example, our model achieves 13.20%, 10.1%, and 9.44% higher performance than the state-of-art (SOTA) models in   T o p 3  H i t r a t e  ,   T o p 3  A c c u r a c y  , and   n D C  G 3   , respectively, in the Telecom dataset. In the TalkingData dataset, our model achieves 9.34%, 13.35%, and 8.56% better performance than the SOTA models in   T o p 2  H i t r a t e  ,   T o p 2  A c c u r a c y  , and   n D C  G 2   , respectively. Furthermore, numerical results demonstrate that our model can effectively alleviate the data sparsity problem in recommendation systems.






Keywords:


location recommendations; data sparsity; attributed graph network; representation learning












1. Introduction


With the improvements of living standards, people are more willing to travel and enjoy themselves in places they have not been to. Thus, personalized location-based social networks (LBSNs) and recommendation services emerge and have a rapid development, such as the famous review website Yelp, travel platform Mafengwo, etc. [1]. How to recommend yet-unvisited locations that meet the users’ interests has become a popular research topic. Many scholars and application developers invest time and efforts in this task for urban development and the improvement of users’ experience. For example, some researchers want to increase the exposure of less popular locations and promote the economy of a city [2,3]. More and more useful functions are developed in industrial applications that enable users to save decision-making time and avoid travel crowds, and have reward of more pleasant and satisfactory travel experiences. Nowadays, the widespread usage of electronic footprints in mobile positioning technology, such as check-in data in social networks, call detail records or GPS coordinates recorded by mobile phones, enable the location-based services to develop fast. Researchers can exploit the interests of users and improve their personalized location recommender system [4].



To improve recommendation performances, it is significant to understand and exploit user-location latent associations. Recently, many methods aim to explore the implicit representations of users and locations from user-location interactions. For example, location recommendation frameworks GeoMF [5] and GeoMF++ [6] are based on matrix factorization, which introduces geographic features into matrix construction and obtains decomposed geographic features. Various neural networks are also proposed to discover non-linear relationships between users and locations. Zhong et al. [7] propose a points of interests (POIs) recommendation model which uses long short-term memory (LSTM) to model check-in data. It also takes the advantage of the multi-layer perceptron (MLP) to integrate social influence and location popularity. A spatio-temporal attention network (STAN) with the dual attention architecture is proposed to predict user’s next position [8]. Ameen et al. [9] use a combination of convolutional neural network and matrix factorization to obtain latent visiting behaviors. Although these models learn latent embeddings through user-place interactions, they cannot explicitly use the relationships of user–user and place–place, which obviously limits the representation ability.



In recent years, due to the advantages of graphs in explicitly presenting entities’ interactive relationships, graph-based recommendation algorithms have drawn widespread attention [10,11]. Explicit interaction structures, such as the adjacency between locations, or friendship between users, can be easily expressed under a graph structure. Now, graph representation learning are widely used to improve recommendations [12,13], and pursuing the interpretability in recommender system [14]. Nevertheless, there are no research works using graph learning network to solve data sparsity that rooted in recommender system. Therefore, in order to effectively integrate the interactive associations among entities, i.e., users and locations, we propose a graph-based representation model to dig out implicit embedding features of users and locations, respectively, and tackle the data sparsity problem.



However, it is not easy to achieve accurate recommending results not only by model ability, but also for serious data sparsity [15,16], which deeply roots in recommendation systems. To make matters worse, location recommendations have serious temporal and spatial dependence. Compared to millions of locations marked in maps, a user usually leaves footprints only in very few places, actually. For example, the density of user–location check-in data is less than 0.1%, as the research [17] shows. Therefore, it is difficult to learn users’ location preferences and location characteristics from too few interaction behaviors, let alone to obtain high-accuracy location recommendation results. In order to solve the data sparsity problem, a common and useful practice is introducing external sources, in which user interests or location features can be filled up [18,19,20]. For example, we can extract the auxiliary information such as users’ age, gender, social relationship, POIs around locations [21,22,23] to solve data sparsity problem. However, the acquisition of these additional sources is very difficult to collect for the privacy preservation of users.



Although these research works made contributions on enhancing representations [24,25] or tackling data sparsity [26,27], they did not solve the two problems simultaneously. In this paper, we propose a graph-based representation model that not only increases recommendation accuracy but also tackles the data sparsity problem. To be specific, we introduce app usage records into the graph-based model, which can obtain high-order associations of user–location–app, i.e., user–location, user–app, location–app etc., contributing a lot to recommendation quality even under severe data sparsity.



The rest of this paper is organized as follows. Section 2 reviews the related work about location recommendations and the data sparsity problem. Section 3 introduces the datasets and analyses the feasibility of location recommendations with app usage data. Section 4 describes our recommender framework in detail. Section 5 evaluates its performances and discusses the experimental results, followed by the conclusion in Section 6.




2. Related Work


Personalized location recommendations have drawn wide attention in academia and industry recently. However, this task still faces the data sparsity problem that is rooted in recommendation systems. The relevant works in personalized location recommendations and solutions of data sparsity are reviewed, respectively, in detail.



2.1. Personalized Location Recommendations


Personalized location recommendations aim to recommend locations that users have not visited but may be interested in, such as natural attractions, shopping malls, etc. In order to improve recommendation performances, it is important to effectively dig out user–location latent associations. Many researchers have made contributions on this task, aiming to explore the implicit representations of user interests and location characteristics from their interactions. There are several strands of classical models for location recommendations. The first strand of model are random models, which can capture macroscopic features mathematically, but they are not accurate, such as Markov chains [28] and Bayesian personalized ranking models [29,30], support vector machines [31]. The second strand of models are collaborative filtering models based on machine learning, which develop fast for their abilities in obtaining interactive features [5,6,32,33,34]. For example, location recommendation frameworks GeoMF and GeoMF++ introduce the geographic features into matrix factorization, which obtains implicit geographic embeddings to improve location recommendations [5,6]. Nowadays, with the continuous expansion of data scale, deep learning-based models become the third strand of models used in the location recommendations, enhancing the representation ability of entities and hence improving their performances. Qi et al. [35] use LSTM to learn the long-term interests of users’ travel behavior, and provide users with personalized travel location recommendations. Zhao et al. [36] propose a location recommendation model based on federated learning. It trains two neural networks to realize location recommendations at the same time, by fully exploring users’ implicit interests in location-visited sequences in the short term and long term. Based on GAN (generative adversarial network), Zhou et al. [37] propose an adversarial location recommendation model, which contains two antibodies to obtain user embeddings to recommend proper locations. Nevertheless, the aforementioned methods are still limited to obtaining optimal recommendation results because they cannot use explicit connections between entities, i.e., the similarity between users and the adjacency between locations.



Recently, graph-based models are widely applied in recommender systems for their great abilities in aggregating high-order features and capturing implicit characteristics [10,11]. Merging the idea of neural network and the representation ability of graph structure, graph neural network (GNN) is a typical application. Among various kinds of GNNs, graph convolutional neural network [38] (GCN) well outperforms the others due to its efficient integration on user–item interactions by graph convolution, which enhances the feature representation capability of recommender model.



There are many research works applying GNNs into location recommendations, proving that it can works better in the recommending task due to its strong information aggregation and representation ability. Wang et al. [39] propose neural graph collaborative filtering (NGCF), which uses GCN to obtain decomposed embeddings of users and items, and improves recommending results compared with traditional matrix factorization. In [40], Chen et al. propose a subgraph-based graph embedding method, SgWalk, to capture contextual relationships based on user subgraph. Xu et al. [41] propose Venue2Vec model, which incorporates temporal–spatial context and semantic information into fine-grained location prediction of users. Zhong et al. [42] propose a location recommend framework with hybrid graph convolutional networks. Compared with collaborative filtering-based and other deep learning-based recommendation methods, GNNs can well learn the representations of users and items. However, these work ignore the node attributes and do not solve the data sparsity problem. Thus we propose a graph-based representation model for personalized location recommendations, which constructs an attributed bipartite graph from user–app–location associations and utilize the graph convolution method to capture high-order features.




2.2. Data Sparsity Solutions


Obviously, it is important to exploit the users’ and locations’ embeddings well, which is not only limited by the models’ representation ability, but is also influenced by the sparsity of user-location interactions [26]. A user usually visits few locations in a city during their daily routine. However, if they have a short travel time, the location visiting will become more random, meaning it is hard to make recommendations. The sparse interactions and random behaviors inspire us to overcome the data sparsity and acquire more information, whether explicit or implicit, to improve recommending results. To overcome the extreme sparsity of user–location interactions, the canonical method is to introduce external sources as auxiliary information to explore latent user interests or location features. In [18], users’ information are supplied, such as age, gender, etc., which believes that users with similar attributes may have similar location preferences. Social relationships such as Facebook friendship [19,43] are also considered as an important role in recommendations owing to the fact that people in an intimate relationship often share interests and travel together. However, these information about users are too private to collect. In order to extract the location characteristics, POIs are often considered. Yu et al. [20] use POIs categories and geographic proximity to improving location recommendations under data sparsity, because POIs often reveal the similarity between two places.



In fact, many studies [44,45] have shown that app usage records in telecommunications can reflect users’ personal interests, because app usage patterns of different users are quite different. Furthermore, there is also a strong correlation between the users’ app usage and location attributes [46,47]. For example, Yu et al. [47] find that the usage frequency of music apps in sport venues is higher, and educational apps are used more frequently in the school. Tu et al. [23] introduce app data into location recommendations and prove that the cold-start problem can be mitigated a lot, but they do not discuss whether it is useful in solving data sparsity. Therefore, we consider utilizing app usage data because it can not only indicate user interests but also reflect functional attributes of locations, which provides an opportunity to learn user preferences and location features with less information collected. To our best knowledge, this is the first time that app usage records have been utilized to solve data sparsity in personalized location recommendations, and our experimental results show that this method is quite effective and feasible.





3. Datasets and Analyses


We conduct experiments on two real-world datasets based on telecommunication data. Details and analysis about the datasets are introduced in this section.



3.1. Datasets


  Telecom Dataset  : This dataset is collected by one of the biggest telecom operator in Shanghai, China [47]. It contains app usage records of mobile users in Shanghai. Each record contains: anonymous user ID (Identity Document), time, base station ID, its latitude and longitude coordinates, and current app ID. This dataset contains 9.4 billion records generated by 1.37 million users from 20 to 26 April 2016, and covers the 2000 most popular apps in the App Store and Google Play. In the dataset, the records of 10,000 users who visited more than 10 locations and used more than 5 apps in each location are selected. Finally we obtain this dataset, called Telecom dataset, with over 40 million records, containing 11,584 locations and 1327 apps.



TalkingData: This dataset is collected by TalkingData SDK (Software Development Kit, which is integrated in mobile applications) and published on the Kaggle website [48]. Each record includes anonymous device ID, time, latitude, longitude, and app ID, which reflects users’ app usage behavior. The dataset is pre-processed as follows. First, the coverage area is divided into grids of 1 km × 1 km, and the latitude and longitude coordinates are converted into grid IDs. Second, the 40,000 densest area in a square and users with more than 30 records are selected. Moreover, the locations and apps accessed by less than five users are filtered out in order to reduce noise in the dataset. In the end, an app usage dataset with 256 users, 689 apps and 439 locations is obtained.



Table 1 summarizes the key information of Telecom and TalkingData datasets.




3.2. Analyses of User–Location–App Associations


We first integrate the basic statistics of the Telecom dataset. We calculate the percentage of all locations visited by each user in all locations, and plot the Cumulative Distribution Function (CDF) curve in Figure 1a. It demonstrates that the locations visited by most users only account for less than 1% of all locations, and even 80% of users have only visited less than 0.5% of all locations. In fact, we can see from Figure 1a that users have visited only 2% of locations at most. On TalkingData dataset, the sparsity is also severe, in which the places for users ever visited are less than 1% in total. Compared to all available locations, there are very few places visited by each user, thus it is difficult to provide accurate recommendations with insufficient information.



In order to overcome the above challenges, we find it feasible to use app usage patterns as attributes of users and locations after analyzing the characteristics of app usage in different users and locations. To be specific, we use Jaccard distance to measure the similarity between users from app usage frequencies and app categories, respectively. The Jaccard distance between user i and user j on app usage frequencies is denoted as   J  i j  A  :


   J  i j  A  = 1 −    S  i  A  ∩  S  j  A     S  i  A  ∪  S  j  A    , ∀ i , j = 1 , … ,  N U  ,  



(1)




where   S  i  A   and   S  j  A   are the sets of apps used by user i and user j, respectively.   N U   is user number. The Jaccard distance between user i and user j on app usage frequencies is denoted as   J  i j  C  :


   J  i j  C  = 1 −    S  i  C  ∩  S  j  C     S  i  C  ∪  S  j  C    , ∀ i , j = 1 , … ,  N U  ,  



(2)




where   S  i  C   and   S  j  C   are the sets of apps categories used by user i and user j, respectively. Then we plot CDFs of these two Jaccard lines as Figure 1b shows. It can be seen from the figure that there are differences in app usage behaviors of users. App usage data can also reflect the location characteristics to a large extent. As the Figure 1c shows, app usage behavior in different locations are quite different, which indicates that we can infer users’ personal interests from their app usage records. We also calculate the Jaccard distance between locations based on Telecom dataset. Assuming that the app appearing in location i and location j are, respectively,   S i L   and   S j L  .   N L   is the location number. The Jaccard distance   J  i j  L   between two locations is as follows


   J  i j  L  = 1 −    S  i  L  ∩  S  j  L     S  i  L  ∪  S  j  L    , ∀ i , j = 1 , … ,  N L  .  



(3)







Then the CDF of Jaccard distance between all locations is shown in the Figure 1d, which shows that the Jaccard distance exceeds 0.8 in 90% location pairs, so that we can use app records to study different users’ different behavior patterns.



As we analyze above, the Telecom and TalkingData dataset are both in extreme data sparsity. Thus, we make three simple hypotheses as follows:

Hypothesis (H1).

Users’ interests are associated with their app usage behaviors.





Hypothesis (H2).

Locations’ characteristics are associated with app usage on them.





Hypothesis (H3).

Users’ interests are associated with locations characteristics and can be associated with app usage records.







To achieve effective information aggregation and representation learning, we propose a representation model via a graph convolutional network to effectively aggregate user–app–location associations from the attributed graph.





4. Methodology


4.1. Problem Preliminaries


The interactions between users and locations can be represented as a bipartite graph   G = ( V , E , X )  .  V  stands for user and location nodes,  E  stands for undirect edges weighted by visit frequencies, and  X  stands for node attributes weighted by app usage frequencies. Then we aim to train a representation model f, which maps G into user representation  U  and location representation  L . Then, given an user’s location visiting history   ( u ,  L u  )  , our model will first find the corresponding representation vectors,  u  and   L u  . Ranking score matrix    R u  ^   will be calculated by   u ·  L u   . Then the ranking score will be sorted and choose the Top-N list as we set. Finally, we evaluate the Top-N list and   L u  .




4.2. Framework of Proposed Recommendation Model


As Figure 2 shows, the proposed model contains three main modules: Preprocessing Module,   R e p r e s e n t a t i o n  M o d u l e  , and   P r e d i c t i o n  M o d u l e  . In the   P r e p r o c e s s i n g  M o d u l e  , user–location, user–app and app–location interactions are obtained. An undirected bipartite graph G then is constructed with node attributes attached. Then the graph G is sent to   R e p r e s e n t a t i o n  M o d u l e  . Latent preferences of users and locations are learned via the representation model based on graph convolution. Finally the   P r e d i c t i o n  M o d u l e   generates the recommending locations for each user, and evaluations are conducted to ensure its effectiveness.




4.3. Generation of Attributed Bipartite Graph


We first extract the user–location interactive behavior from app records. Subsequently, user and location attributes based on app usage behavior are calculated as supplementary information. Then, an user–location attributed bipartite graph is constructed as the input of the representation model.



Specifically, the usage frequency of different apps is taken as users’ app preferences. We use the maximum normalization to constrain the values. User u’s app preference   x u   can be denoted as


   x u  =   <   c  u a    M UA   >   a = 1   N A   ,  



(4)




where   c  u a    represents the frequency of user u using app a.   M UA   is the maximum value of usage frequencies among all apps, and   N A   is the total number of apps.



Similarly, the usage preference of app in each location l is extracted as


   x l  =   <   c  l a    M LA   >   a = 1   N A   ,  



(5)




where   c  l a    represents the total frequency of app a used in the location l.   M LA   is the maximum frequency.



Based on the extracted features, a bipartite graph G with node attributes is constructed. Users and locations are both set as nodes. Graph edges are established based on the interactive relationship between users and locations. Since there is no direction for visiting interactions, an undirected graph is built. In order to distinguish the different visits on various locations, we take users’ preferences of different locations as the edge weights. To be specific, user u’s preference   J  u l    of the location l is


   J  u l   =   c  u l    M UL   ,  



(6)




where   c  u l    represents the visiting frequency of user u to location l.   M UL   is the maximum value among all users’ visits. In addition, each node also has its own attributes as we mentioned above. The attributes of user u is   x u  , and the attributes of the location l is   x l  . Then the attributed graph G is contructed. The schematic diagram of G is shown in Figure 3a.



After constructing the bipartite graph with node attributes, an attributed-graph representation model via graph convolution network is proposed to obtain representations of nodes.




4.4. Representation Model Construction


The high-order feature aggregations and transfer principle of graph convolutional neural network are as follows. The information aggregation process of two-layer GCN is shown in Figure 3b. Specifically, we take the user node   u 2   in the Figure 3a as an example. First, it finds the locations   l 1  ,   l 3  , and   l 4   that user   u 2   has directly interacted with. Then, according to the graph structure, it finds the users who have interacted with these locations, respectively, i.e.,   l 1  -(   u 1  ,  u 2   ),   l 3  -(   u 2  ,  u 3   ),   l 4  -(   u 2  ,  u 3   ). Starting from the 0th layer, the users’ node characteristics are transferred to location nodes in the 1st layer with theirs characteristics aggregated, which helps to generate high-order features of the locations. After that, new location features are transferred to the user node   u 2   in the 2nd layer and aggregated with the user’s own feature   x  u 2   , generating new feature of user   u 2  . In this way, the key information associated with the target user is gathered layer-by-layer, capturing the user’s implicit interests as well as the location characteristics.



In our proposed model, we construct the graph   G = ( V , E , X )   as mentioned above, where  V  is the set of nodes in the graph, including user nodes and location nodes.  E  is the set of graph edges.  X  is the node’s attribute matrix. Each row of  X  represents the latent attributes of a node. The attribute matrix of users is   X u   and the attribute matrix of locations is   X l  , then the nodes’ attribute matrix  X  of the graph G can be written as:


  X =      X u       X l      .  



(7)







Suppose the interaction matrix between users and locations is   F ∈   R    N U  ×  N L     , where   F  u l    stands for the user u’s preferences for location l, then the adjacency matrix  A  of the graph G is


  A =     F   0     0     F  T      .  



(8)







Denote the layer number of attributed graph convolutional network as k, then the principle of information aggregation for each node in the kth layer of our model is


         θ  u   ( k )   = f   θ  u   ( k − 1 )   ,    θ  v   ( k − 1 )     v ∈ N ( u )             = σ   ∑  v ∈   N ( u ) ∪ u      1    d u   d v      θ  v   ( k − 1 )    W k   ,     



(9)




where   θ  u   ( k )    stands for the representation vector of node u in the kth layer.   N ( u )   is the set of neighbor nodes of user u,   d u  , and   d v   stand for the degree of node u and node v, respectively.  σ  is activation function, and we use   R e L U   function here.   W k   is the weight matrix of kth layer. The initial representation of each node   θ  v   ( 0 )    is its attribute vector   x v  . It can be seen from the (9) that high-order features of each node is obtained by the aggregation of attributes from its neighbors from the lower layer and itself.



Suppose    Θ  ( k )   =   θ  1   ( k )   ,  θ  2   ( k )   , … ,  θ  | V |   ( k )     , then we rewrite the input of model as


   Θ  ( 0 )   = X .  



(10)







Then (9) is rewritten as:


   Θ  ( k )   = σ    D ˜   −  1 2     A ˜    D ˜   −  1 2     Θ  ( k − 1 )     W   ( k )    ,  



(11)




where    A ˜  = A + I  ,  I  is identity matrix.   D ˜   is diagonal matrix,    D  i i   =  ∑ j    A ˜   i j    . In our research, the activation function will not be applied in kth layer [49].



With node attributes disseminated and aggregated by the network, the user representation vector  U ,   U ∈   R    N U  × H     and the location representation  L ,   L ∈   R    N L  × H     are obtained. Among them, H is the dimension of the representation vector,   N U   is the number of users, and   N L   is the number of locations.


   Θ  ( K )   =     U     L     ,  



(12)




where  Θ  is representation matrix of users U and locations L,  U  is the users’ representations, and  L  is the locations’ representations.    Θ  ( K )   ∈   R     N U  +  N L   × H    ,   U ∈   R    N U  × H    ,   L ∈   R    N L  × H    .



The recommendations are based on the output of our model, the user representation  U  and the location representation  L . We take the idea of collaborative filtering of matrix decomposition that the interested score of each user u to location   l ¯   where they have not visited before is represented by the inner product of  U  and  L . The formula is


    f ^   u  l ¯    =  U u T   L  l ¯   .  



(13)







Then according to the interesting score    f ^   u  l ¯    , the top-k locations are selected as recommended locations for users.




4.5. Graph Generation and Location Recommendation Algorithms


The modeling and training process of our attributed graph-based model are shown in this section. The construction of attributed bipartite graph is shown in Algorithm 1. The training process of the attributed-GCN is described in Algorithm 2. When training our model, we use Mean Squared Error (MSELoss) and Bayesian Personalized Ranking (BPRLoss) as loss functions and compare their performances [50]. The formula of MSELoss is


   L  m s e   =  1    I F   0      I F  ∘  F − U   L  ⊤     2  2   



(14)




where  F  is the interaction matrix between users and locations.   I F   is the identity matrix of  F . If    F  i j   ≠ 0  , then each element of the corresponding position in   I F   is 1 otherwise 0. “∘” means the dot product.    ∥ · ∥  F 2   stands for   ℓ 2   norm of vectors.



BPRLoss considers that positive samples might rank higher than negative samples. In our model, positive samples means the locations that user u have visited. The formula of BPRLoss is


   L  b p r   =  ∑  ( u ,  l i  ,  l j  ) ∈ S   l n σ  (   x ^   u  l i    −   x ^   u  l j    )  +  λ θ    Θ  2 2   



(15)




where   ( u ,  l i  ,  l j  )   means user–location pair,   l i   means positive sample that user has visited   l j   means negative sample.    x ^   u  l i     means user u’s rating score on location   l i  ,    x ^   u  l j     means user u’s rating score on location   l j  ,     x ^   u  l i    = u ·  l i   ,     x ^   u  l j    = u ·  l j   .  S  means training samples set.   σ ( · )   means sigmoid function.  Θ  means model parameters and   λ θ   means regularization parameters.



	Algorithm 1: Constructing attributed bipartite graph
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	Algorithm 2: Training process of our model
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5. Experiments and Evaluation


In order to evaluate the performances of our proposed model, extensive experiments are conducted on two real-world datasets.



5.1. Experimental Setting


5.1.1. Metrics


We adopt three prevalent metrics in recommender systems, i.e., TopK Hitrate, TopK Accuracy, and   n D C  G K    to evaluate the recommending performances. We use different   @ N   values to evaluate two diffierent datasets because the number of samples in TalkingData is significantly smaller than that of Telecom Data.



  T o p K  H i t r a t e   measures the successful proportion of users whose top-k recommended locations are predicted correctly for at least one location that hits the ground truth. The formula is expressed as follows.


  T o p K  H i t r a t e =    ∑  i = 1  N   ( |   L i p  ∩  L i t   | ⩾ 1 )   N  ,  



(16)




where   L i p   denotes the list of top-k recommended locations by the ith user in the test set.   L i t   denotes the K locations that are most frequently visited by the user   u i  , for each user    u i  ∈ U  . N is the number of users in test set.



  T o p K  A c c u r a c y   is used to measure the prediction accuracy on the top-k predictions of all users. The formula is


  T o p K  A c c u r a c y =    ∑  i = 1  N   ( |   L i p  ∩  L i t   | / K )   N  .  



(17)







  n D C  G K    (Normalized Discounted Cumulative Gain) is commonly used to measure the ranking quality of the top-k predicted results. The computation is expressed as follows


        n D C  G K  =   D C  G K    I D C  G K             =  ∑  i = 1  N     ∑  j = 1  K   r e  l j  p ( i )   / l o  g 2   ( j + 1 )     N  ∑  j = 1  K   r e  l j  t ( i )   / l o  g 2   ( j + 1 )     ,     



(18)




where   r e  l k p    represents the prediction of the kth app’s usage frequency of the ith user in the jth place, and   r e  l k t    represents the corresponding groundtruth. Higher value of   n D C  G K    means better ranking quality.




5.1.2. Baselines


We compare the performances of our model with several state-of-art methods in personalized location recommender systems.



SVD-MFN [51]: Singular Value Decomposition with Multi-Factor Neighborhood (SVD-MFN) takes a variety of factors into consideration so as to better predict the users’ preferences for items. It aims to recommend the most similar items according to historical interactions. In our experiment, the geographic, temporal, and social factors are considered.



KNN: The K-Nearest Neighbor (KNN) uses the similarity between users to recommend. It first finds K most similar users with the target, and then make recommendations based on the visiting behavior of these people.



CMF-UL [34]: This is based on the collaborative matrix factorization but considers more interactions i.e., user-location, user-app and location-app information. Then, latent representations, U and L, are used to obtain a scoring matrix and make recommendations.



CMF-U: Compared with CMF-UL, this method only uses the user–location and user–app interactions for collaborative matrix factorization. That is, it only uses the users’ behavior on app usage.



CMF-L: Compared with CMF-UL, this method only uses the user–location and location–app interactions for collaborative matrix factorization. That is, it only uses the locations features represented by app usage.



SoRec [52]: SoRec incorporates additional user–user relationships into user–location matrix. The relationships between users is obtained by calculating the cosine similarity on every two users according to app usage frequencies of different users.



SR-U [53]: Unlike SoRec, which adds social information into matrix decomposition, SR-U uses social relationships as regularization term to constrain the distance between users’ embedding vectors in the latent space. In SR-U, we also use the same similarity matrix in SoRec to construct social regularization terms.




5.1.3. Parameter Setting


In this experiment, we set the following parameters to ensure the reliability of the experiment results. The dimension of representation vector H is 384, the learning rate  η  is 0.000003, the iteration period   e p o c h   is 60, and mini-batch samples   b a t c h _ s i z e   is 1024. In CMF-UL, the migration weight of users’ interests in the user–app matrix   β 1   is set to 0.7, and the migration weight of location features in the location–app matrix   β 2   is set to 0.07. The dimension of the representation vector is set to 20.





5.2. Model Performance Evaluation


In order to explore the proposed model performances under different data sparsity, we randomly divide the train set and test set to control the level of data sparsity. For example, the data sparsity is 70%, which means that only 30% of the history data is used for training our model and making predictions.



5.2.1. Results Analyses


It can be seen from the Table 2, Figure 4 and Figure 5 that compared with other methods, our model provides the best recommendation results. In Table 2, the best results are highlighted with Bold style.



Take the data sparsity level of 50% as an example shown in Table 2. Our model achieves the best performance with BPRLoss. It can be seen from Table 2 that it achieves 13.20%, 10.1%, and 9.44% higher than the best baseline model, CMF-UL, in   T o p 3  H i t r a t e  ,   T o p 3  A c c u r a c y  , and   n D C  G 3   , respectively, in the Telecom dataset. In the TalkingData dataset, our model also achieves 9.34%, 13.35%, and 8.56% than CMF-UL in   T o p 2  H i t r a t e  ,   T o p 2  A c c u r a c y  , and   n D C  G 2   , respectively. Comparing two different loss functions, our model achieves higher score with BPRLoss because it takes users’ preferences into consideration and strengthens the ranking comparison. Obviously, our model significantly outperforms cooperative tensor factorization and other machine learning methods in location recommendations. It is because that our model can aggregate high-order interactions of user–user, user–location, and location–location with app usage patterns, which lead to more precise representations, while CMF-UL cannot. It also proves our hypothesis   H 3   that user interests and location characters can be associated by app records, so that we can extract their high-order interactions. Moreover, it can be seen that our model and CMF-UL outperforms other baselines with using app records, which can verify our hypotheses   H 1   and   H 2   that app usage is associated with user interests and location characteristics.



Furthermore, our representation model shows the best recommendation performance at all sparsity levels. Especially it can provide larger improvements under high sparsity. We compare the results under 70% and 30% data sparsity. In the Telecom dataset, when the data sparsity is 30%, the   T o p 3  H i t r a t e  ,   T o p 3  A c c u r a c y  , and   n D C  G 3    of our model are 11.42%, 8.19%, and 6.07% higher than the best baseline model, respectively. While data sparsity is 70%,   T o p 3  H i t r a t e  ,   T o p 3  A c c u r a c y  , and   n D C  G 3    of our model achieve at least 21.76%, 14.47%, and 14.00% higher than the best baseline model, respectively. On the TalkingData dataset, when the data sparsity is 30%,   T o p 2  H i t r a t e  ,   T o p 2  A c c u r a c y  , and   n D C  G 2    of our model are 5.8%, 8.74%, and 7.32% higher than other models, respectively. However, our model achieves 13.95%, 18.02%, and 11.68% improvements in   T o p 2  H i t r a t e  ,   T o p 2  A c c u r a c y  , and   n D C  G 2   , respectively, under 70% data sparsity. These results show that our model can effectively deal with the data sparsity problem.




5.2.2. Parameter Study


We study the model performances with different values of two important hyperparameters: the embedding dimension and the layers of our model under 30% data sparsity. For each experiment, only the target hyperparameter is changed to observe the optimal one under different evaluation metrics. As shown in Figure 6, the best embedding dimension is 384 on both datasets. The best number of graph convolutional layers is two, as shown in Figure 7. The deeper layer may cause the over-smoothing problem in GCN [54], which leads to worse results.






6. Conclusions


In conclusion, we propose a graph-based representation model in this paper that greatly improves location recommendation results with app usage records and solves the data sparsity problem. Firstly, we analyze the data sparsity problem in personalized location recommendations and discuss the feasibility of app usage records. Then, the representation model with attributed bipartite graph is introduced in detail. The experiment results show that compared with the state-of-art models, our proposed model has the best recommendation performance under different data sparsity levels. Especially, when facing a severe sparsity problem, the performance of our model has greater improvements due to the aggregations of user–app–location interactions. Additionally, it also further confirms the strong correlation between app data usage, user interests and location characteristics. This is a successful attempt to discover deep representations of users and locations via attributed graph-based network.



To sum up, the main contributions of our paper are summarized as follows:




	1.

	
To the best of our knowledge, it is the first to solve the data sparsity problem in location recommendations by aggregating user–app–location associations, which can also inspire the research works about users’ app usage behavior. We innovatively introduce app usage records as complementary information, in which both users’ habits and location features are revealed. This method effectively alleviates the data sparsity problem and greatly improves the recommendation performances.




	2.

	
A graph-based representation model is proposed to learn both users’ and locations’ latent representations from an attributed bipartite graph. Our model explicitly uses associations of user-app-location, and captures various high-order features due to the information propagation and aggregation in graph structure. Therefore, it can significantly improve location recommendations, even under the circumstances of severe data sparsity.




	3.

	
Adequate experiments are conducted on two real-life datasets to show the superior and stable performance of our proposed model. Our model achieves the best performance compared with the state-of-art methods. It also works well under severe data sparsity, which has a higher increase in recommending performances when facing higher sparsity. For example, in Telecom dataset, when the data sparsity is 30%,   T o p 3  H i t r a t e  ,   T o p 3  A c c u r a c y  , and   n D C  G 3    of our model are 11.42%, 8.19%, and 6.07% higher than the best baseline model, respectively. While data sparsity is 70%,   T o p 3  H i t r a t e  ,   T o p 3  A c c u r a c y  , and   n D C  G 3    of our model achieve performances at least 21.76%, 14.47%, and 14.00% higher than the best baseline model, respectively.









In practical application, our proposed model can be employed to improve user experiences, user profile extraction and user app behaviors extraction, etc. However, there are still limitations in this paper, such as not considering long-term factors (i.e., user preferences changing) and short-term time affects (i.e., specific time points in a day). In future work, these temporal features will be taken into consideration and multi-head attention structure can be applied to discover more associations among users, locations and apps, which can improve recommendation results.
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Figure 1. Illustration of statistics of Telecom dataset. (a) Number of locations per user. (b) App/app category differences. (c) App usage in different locations. (d) Location differences. 
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Figure 2. Our Proposed Personalized Location Recommending Framework based on app data. 
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Figure 3. The “User-Location” Bipartite Graph G and the Information Propagation in Graph Convolution. (a) The Schematic of “User-Location” Bipartite Graph. (b) The Information Propagation of Graph Convolution. 
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Figure 4. Comparisons of the Recommendation Performances on Telecom Dataset under Different Sparsity Levels. (a)   T o p 3  H i t r a t e  . (b)   T o p 3  A c c u r a c y  . (c)   n D C  G 3   . (d)   T o p 5  H i t r a t e  . (e)   T o p 5  A c c u r a c y  . (f)   n D C  G 5   . 






Figure 4. Comparisons of the Recommendation Performances on Telecom Dataset under Different Sparsity Levels. (a)   T o p 3  H i t r a t e  . (b)   T o p 3  A c c u r a c y  . (c)   n D C  G 3   . (d)   T o p 5  H i t r a t e  . (e)   T o p 5  A c c u r a c y  . (f)   n D C  G 5   .



[image: Applsci 12 06882 g004]







[image: Applsci 12 06882 g005 550] 





Figure 5. Comparisons of the Recommendation Performances on TalkingData Dataset under Different Sparsity Levels. (a)   T o p 2  H i t r a t e  . (b)   T o p 2  A c c u r a c y  . (c)   n D C  G 2   . 
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Figure 6. Performances of Different Embedding Dimensions on Two Datasets. (a)   T e l e c o m  D a t a s e t  . (b)   T a l k i n g  D a t a s e t  . 
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Figure 7. Performances of Different Layers on Two Datasets. (a)   T e l e c o m  D a t a s e t  . (b)   T a l k i n g  D a t a s e t  . 
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Table 1. Datasets and Statistics Information.
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	Telecom Dataset
	TalkingData





	Data Sources
	Cellular network
	Mobile application



	City
	Shanghai, China
	Guangzhou, China



	Time Duration
	20–26 April 2016
	1–7 May 2016



	Records
	40,470,865
	180,106



	Users
	10,000
	256



	Locations
	11,584
	439



	Apps
	1327
	689
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Table 2. Recommendation Results Under 50% Data Sparsity.
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Dataset

	
Telecom Dataset

	
TalkingData




	
HR@3

	
ACC@3

	
nDCG@3

	
HR@5

	
ACC@5

	
nDCG@5

	
HR@2

	
ACC@2

	
nDCG@2






	
KNN

	
0.5359

	
0.2534

	
0.5586

	
0.8185

	
0.3841

	
0.5990

	
0.8606

	
0.6596

	
0.8413




	
SVD

	
0.5968

	
0.2784

	
0.5788

	
0.8557

	
0.3985

	
0.6174

	
0.8648

	
0.6683

	
0.8517




	
MF

	
0.5968

	
0.2831

	
0.5890

	
0.8664

	
0.4062

	
0.6274

	
0.8668

	
0.6636
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