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Abstract: In recent years, the security and privacy issues of face data in video surveillance have
become one of the hotspots. How to protect privacy while maintaining the utility of monitored faces
is a challenging problem. At present, most of the mainstream methods are suitable for maintaining
data utility with respect to pre-defined criteria such as the structure similarity or shape of the
face, which bears the criticism of poor versatility and adaptability. This paper proposes a novel
generative framework called Quality Maintenance-Variational AutoEncoder (QM-VAE), which takes
full advantage of existing privacy protection technologies. We innovatively add the loss of service
quality to the loss function to ensure the generation of de-identified face images with guided quality
preservation. The proposed model automatically adjusts the generated image according to the
different service quality evaluators, so it is generic and efficient in different service scenarios, even
some that have nothing to do with simple visual effects. We take facial expression recognition as
an example to present experiments on the dataset CelebA to demonstrate the utility-preservation
capabilities of QM-VAE. The experimental data show that QM-VAE has the highest quality retention
rate of 86%. Compared with the existing method, QM-VAE generates de-identified face images with
significantly improved utility and increases the effect by 6.7%.

Keywords: face de-identification; autoencoders; privacy protection; vector quantization; deep
learning; differential privacy

1. Introduction

In recent years, with the advancement of imaging devices and fast-transmission media,
high-quality video surveillance has been popularized. People’s identity and behavior
information are always exposed to video surveillance in public spaces. While the intensive
surveillance distribution has contributed towards making people’s lives more convenient
in many ways, care needs to be taken as a huge amount of image sources is being stored,
transmitted, or published around the world, and they also become easily accessible and
more likely to be abused.

The face is significant to reveal a person’s most distinguishing features in images [1],
so the abuse of facial images in surveillance can violate the safety of a person’s privacy. In
practice, face de-identification cannot be simply described as the complete elimination of
private information, but it must also take into account the real utility of the image. If the
image is protected by simple methods such as blurring or occlusion, along with identity,
other vital non-biometric traits may be buried. Thus, the de-identified image will lose
its original value in the video surveillance of different service situations, such as services
that are sensitive to facial emotion or facial shape, etc. As a result, protecting the privacy
data in a face image and maintaining the application quality of the de-recognized image
in the service system at the same time become crucial. For example, privacy protection is
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crucial in social settings, but if useful information such as facial expressions can be retained
in the meantime, it will considerably contribute to the total expression of information.
Nevertheless, the link between the facial privacy features to be removed and the useful
information to be retained is often nonlinear and sometimes even contradictory, which is
the conundrum that the present facial de-identification research is confronted with. As a
result, figuring out how to achieve the aims of protecting privacy while retaining quality is
a challenge.

Face image de-identification includes obscuring the identifying information in the
face image, on the one hand, while having the resulting images have a similar effect to
the original image in the service, on the other hand. Many recent research works have
focused on achieving the aforementioned ideal equilibrium. Reference [2] suggested
a technique of face de-identification that depends on the detection of the face and key
points, followed by variational adaptive filtering, to achieve the face de-identification while
preserving expression. Reference [3] devised unique verifying and regulating modules in
the process of face de-identification to ensure that de-identified photos maintain structure
similarity. Reference [4] fine-tuned the encoding section of the typical autoencoder and
completed the de-identification operation in the latent space, allowing the original face
pictures to retain their nature and variety while creating new faces with various identity
labels. These technologies are oriented toward one specific quality standard (such as
facial expressions) [5], and there is not yet a model that can automatically adjust the
process of generating images according to the needs of different service evaluations. The
need to develop an effective face de-identification model for privacy protection cannot
be overstated.

To alleviate the above-mentioned constraints, we build on previous techniques and
propose a novel de-identification strategy called Quality Maintenance-Variational AutoEn-
coder (QM-VAE) in this paper. The proposed strategy makes use of a powerful generative
model, Vector Quantized Variational Autoencoder (VQ-VAE) [6], and is capable of produc-
ing high-quality de-identified faces. We process the images, respectively, using four typical
protection methods, resulting in four sets of images without private information. Then,
for specific services, we modify the loss function to establish a service quality evaluation
index that guides the merging of these images. This approach ensures that the resulting
image retains some service-related quality, and because the model’s input does not contain
private information, it also ensures that privacy is protected.

The following are the major contributions of this work:

¢  We present a new framework for facial privacy protection, called QM-VAE, which
de-identifies the image first and then reconstructs its utility. We integrate vector
quantization into the structure of the generative model, so that the model can generate
high-quality face images. QM-VAE takes multiple groups of de-identified images as
the input, which can make use of the advantages of existing technology to speed up
the training and achieve the goal of maintaining service quality.

*  We establish a service-oriented loss function by adding service quality loss to guide
the generation of de-identified face images with utility maintenance. The proposed
framework treats the service quality evaluator as a black box and can adjust the
generated image automatically according to the different evaluation results, with
wide applicability.

*  We take facial expression service as an example and illustrate the viability of our
model on the CelebA dataset. We find the most appropriate method configuration
by adjusting the parameters. Experimental results show that our solution results in
de-identified face images with significantly improved utility. Compared with the
traditional methods of de-identification and AMT-GAN, the QM-VAE model has
obvious advantages in maintaining specific service quality and increases the utility
retention rate by at least 6.7%.

The remainder of this paper is organized as follows. In Section 2, we review the
previous research on face de-identification. In Section 3, we present the preliminary work
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of our research and utility evaluation methods that we integrate. In Section 4, we present
the detailed information of our proposed model, QM-VAE, which combines a generative
module incorporating vector quantization with loss of service quality. In Section 5, we
conduct a quantitative evaluation experiment to verify the performance of our proposed
method, and the results are presented to demonstrate its effectiveness. We discuss the
results and present several recommendations for further research in Section 6 and show a
simple conclusion of our research in Section 7.

2. Related Work

In recent years, face image privacy protection has been extensively researched [7-9].
Traditional privacy protection research has focused on some simple methods applicable to
standard static images, such as image pixelation, image blurring, color block masking [10],
etc. These rudimentary techniques, however, are insufficient for removing all privacy data
from the original image [10,11]. Reference [12] took advantage of a multi-task deep learning
network to detect the location of privacy-sensitive information and then provided simple
protection through image blurring, while the visuals were severely compromised.

k-anonymity [13-15] offers a series of techniques with theoretical anonymity guaran-
tees [16]. In these techniques, the resulting face is represented by the average face of the
k nearest faces in the face image set. Because of the alignment error when calculating the
average face, the resulting image often suffers from ghosting artifacts. For this problem,
Reference [17] proposed the g-far de-identification approach based on the active appear-
ance model [18]. The g-far technique includes an extra pose estimation step to align the
faces before calculating the average, which successfully eliminates the ghosting artifact
phenomenon in the generated face. K-Same-Net [19] innovatively combines the k-Same
algorithm with Generative Neural Networks (GNNs) [20], which can erase the identity of
the face and retain the selected features. Reference [21] proposed the k-Same-Select algo-
rithm, where the k-Same algorithm is used independently to segment mutually exclusive
subsets from the input sets, and semi-supervised learning [22] and collaborative training
technologies [23] are utilized to learn the information to be expressed by the original im-
ages. This method was proven to have great potential for utility preservation on the FERET
database [24]. Reference [25] divided the face space into subspaces that are sensitive to
identity or utility and then used the k-anonymity de-identification algorithm to deal with
the latter. In this way, while resisting face identification, it can still meet the goal of image
utility preservation. Each of the k-Same-algorithm-based methods has a common drawback
of being unable to provide unique de-identified outputs for various images.

The emergence of Generative Adversarial Networks (GANs) [26] provides a new path
for face de-identification research [15,27-30]. In [31], a GAN was used for the inpainting
of facial landmarks in the conditioned heads. This preserves some details of the images
to a certain extent while generating face images with high visual quality, which is more
effective in face de-identification than pure blurring approaches. Wu et al. [3] proposed
the CGAN-based PPGAN to tackle the face de-identification issue by using a single face
image as the input and producing a de-identified image with the structural similarity.
Although the image processed by the PPGAN may keep the original emotion, its identity
obfuscation quality is not particularly strong [1]. In order to improve the effect of de-
identification, Li et al. [32] put forward the SF-GAN method, which balances the effects of
different elements on face de-identification by constructing various external mechanisms.
Reference [4] proposed a variety of face de-identification methods based on fully connected
and convolutional autoencoders, learning to moving the sample to other samples with
desired attributes and away from those with conflicting attributes through the training of an
encoder. Reference [33] combined the Variational Autoencoder (VAE) [34] and CGAN [35]
into the Variational Generative Adversarial Network (VGAN) and proposed a Privacy-
Preserving Representation-Learning method based on it. This method learns the image
representation that is explicitly disentangled from the identity information, effectively
preserving the privacy while achieving other tasks such as expression morphing.
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The principle of Differential Privacy (DP) [36] is adopted by many face de-identification
technologies [37]. Reference [38] proposed the SDC-DP algorithm, a novel noise dynamic
allocation algorithm based on differential privacy using the standard deviation circle radius,
which effectively reduces the relative error and improves the accuracy. Reference [39]
introduced a neural network privacy analysis method based on the f-differential [40], which
can boost forecast accuracy without going over the privacy budget by tweaking some model
parameters. In [41], a Privacy-Preserving Adversarial Protector Network (PPAPNet) was
developed as an improved technique for adding noise to the face. Experiments revealed
that the PPAPNet performs remarkably in converting original images into high-quality de-
identified images and resisting inversion attacks [42]. Reference [43] directly processed face
images in the pixel space to realize DP, regardless of the image’s distribution characteristics.
On this premise, the exponential mechanism proposed can provide superior visual quality
for image confusion using the Laplacian mechanism, along with strong universality. On
the contrary, Reference [44] proposed Privacy using EigEnface Perturbation (PEEP), which
utilizes local DP to add perturbations to image distribution features and stores these
perturbed data on third-party servers to avoid privacy attacks such as model memorization
attacks [45] or membership inference [46]. In [47], a Privacy-Preserving Semi-Generative
Adversarial Network (PPSGAN) was proposed, which uses a self-attention mechanism [48]
to add noise to the category-independent features of each image selectively, allowing
the resulting image to preserve the original label. The PPSGAN is more practical than
many common technologies, such as image filtering, random noise addition, and even,
GAN generation.

In addition to modifying faces directly, many studies solve the privacy protection prob-
lem in video surveillance using other angles. Reference [49] proposed a Sliding Window
Publication (SWP) algorithm for face image publishing and sorting, innovatively converting
the privacy security issue of images into that of the data stream, opening up a completely
different perspective for image privacy protection. Reference [50] presented a secure video
transmission strategy, which uses watermarking and video scrambling technology, making
the multimedia stream low quality and unavailable in transmission, until it is decoded at
the authorized endpoint. In [51], a cycle Vector-Quantized Variational Autoencoder was
proposed to encode and decode the video and complete the task of privacy protection using
multiple heterogeneous data sources in the video. This method uses a fusion mechanism
to integrate the video and extracted audio and regards the extracted audio as random
noise with a non-pattern distribution to realize visual information hiding. It has excellent
performance in video compression, video reconstruction, and visual quality maintenance.

The current research mainly focuses on a specific application scenario, and the evalu-
ation standard of image quality was fixed in the process of the model design. Although
these techniques have achieved extraordinary results, their application scope is strictly
limited and their adaptability is weak to meet different service evaluation metrics. At the
same time, the quality requirements of actual service applications are often varied and even
abstract (difficult to judge by vision or a simple function). To overcome the restrictions
of the approaches mentioned above, it is very valuable to design privacy protection and
quality maintenance technology for different services.

This paper proposes a novel de-identification and quality maintenance framework,
QM-VAE. We treated the specific service scenario as a black box instead of defining specific
calculation formulas, making our methods flexible, adaptability, and highly efficient.

3. Preliminary
3.1. Face De-Identification Methods

To accomplish the mission of removing private information, we selected four classic
privacy protection methods to process the images. The first method is blindfold, where we
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set the pixel value of the line where the eye area is located in the image to 0. Tgyes represents
the set containing the eye coordinates. The function for blindfold is as follows:

1 _ 0/ if (1r]) S Teyes 1
Xl = M)
xi,j ’ other
The second method is to add a mosaic in the center of the face, which makes color
blocks with a side length of 8 pixels based on the value of points in the original image. T,
is the set containing all the face coordinates, and g(x) represents the average value of pixels
covered by color blocks. The function for adding a mosaic is as follows:

2 g(x)' if (irj) € Tface ?)
Xijs other
The next method is to add the Laplace noise to the probability density function, as
indicated in Equation (3) with A equal to 1 and y equal to 0 in our study.

fx) = gre ®
21

The last method is to convert images into anime style. The pre-trained UGATIT
network [52] provides a convenient way to generate cartoon images.

We created four sets of images without privacy-sensitive information using the proce-
dures described above. If we try to use these images directly in the application scenarios,
we will suffer the adverse consequences of the decline in service quality. As a result, we
need to create a fusion algorithm for them to restore quality in various conditions.

3.2. Facial Expression Recognition Module

Human facial expressions contain emotion, mentality, etc., and many service scenarios
obtain useful information by recognizing facial expressions. Thus, we took facial expression
recognition as an example to complete the work of service quality maintenance [53-55].

We define the expression set L to contain seven elements: “angry”, “disgust”, “fear”,
“happy”, “sad”, “surprise”, and “neutral”. The essence of facial expression recognition is
to realize classification tasks [56,57]. Compared to other kinds of neural networks, Con-
volutional Neural Networks (CNNs) [56,58] show better performance in this work [59,60].
CNNs are made up of several convolutional layers with pooling layers and fully con-
nected layers. Each convolutional layer extracts features from the input data, and the final
target representative features are reflected in the highest convolutional layer. Then, the
output enters the fully connected layers to complete the mapping from the input image
to the expression tag. The weights of the network were iteratively adjusted through back-
propagation and trained and tested on the Kaggle facial expression recognition challenge
dataset [61].

The workflow of the expression recognizer is illustrated in Figure 1. For the initial
image, the pre-trained Haar cascade classification model [62] is used to detect the facial
region in the gray image and return the boundary rectangle of the detected face. This step
is very necessary so that we can reduce the dimension of the original image to a form
similar to the image of the facial expression recognition network training set, effectively
improving the reliability of facial expression recognition. Taking the cropped image x as
the input, the output res(x) of the model will obtain the values of seven neurons for facial
expression recognition for this image. As shown in Equation (4), we selected the index of
the maximum value and took the corresponding expression as the result of facial expression
recognition E(x).

E(x) = Ly, where k = argmax(res(x);) 4)

1
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CNN model

Input Face crop

Figure 1. The workflow of the expression recognizer.

4. Method
4.1. System Model

Face de-identification in the context of image utility maintenance is complicated work.
In the process of pure privacy information removal, the possible loss of image utility is
ignored, so the service quality will also suffer as a result. To solve this problem, we present
the QM-VAE framework, a unique generative model of image utility maintenance, and
establish a loss function including the loss of service quality to guide the model’s training.
Figure 2 depicts the general structure of the de-identification module and QM-VAE. Firstly,
we applied four protection methods (blindfold, cartoon, Laplace, and mosaic) for face
images to construct de-identified datasets. Following that, we input these datasets into
QM-VAE, a generative model guided by service quality evaluation. During the training
phase, we calculated whether the utility of the output images in the service scenario was
consistent with the original data and took this calculation result as a part of the loss function.
Backpropagation plays a significant role in updating the output continuously in order to
maintain service quality.

Embedding space

~.\|—| Generatedimage  Quality evaluator

Decoder

Generator Discriminator

1

Back-propagation

Figure 2. The overall structure of the de-identification module and QM-VAE.

4.2. Architecture and Working

Our research aims to develop a multi-input generative model that uses several face im-
ages with privacy information removed to synthesize one image with quality maintenance.
QM-VAE offers an inspiring framework for efficiently generating de-identified images with
utility preservation through neural network training.

QM-VAE is inspired by the concept of Vector Quantization (VQ), initially proposed for
VQ-VAE, which integrates discrete latent variables into the structure of the model. Com-
pared with common autoencoders, VQ-VAE creates a latent embedding space e between
the model input x and the low-dimensional variables z. The model’s whole parameter set
may be split into three sections: the encoder, the decoder, and the embedding space e. The
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model’s prior distribution is used to learn to generate discrete variables. The output of the
encoder will be mapped to the embedding space, and the mapped embedding vector will
be fed to the decoder.

The input x of the model is formed by splicing images processed by four privacy
protection methods. The encoder is fed x and outputs ze(x). Different from the ordinary
autoencoder model, ze(x) does not go straight to the decoder, but searches for the closest
embedding in the embedding space e. This embedding will replace ze(x) and enter the
decoder as the latent variable z. The probability of the posterior classification distribution
g(z | x) is defined as Equation (5), which means that the index of the vector nearest ze(x)
will be set to 1, and the rest will be set to 0.

1, ifk = argmin [| ze(x) —¢; [|2
giz=k|x) = ] ®)
0, other

ze(x) finds the element closest to itself in the embedding space and transmits it to
the decoder as its own mapping in the embedding space, thus realizing the process of
discretization, as shown in Equation (6).

zq(x) = ey, wherek = argmin || z.(x) — ¢j||2 (6)
]

Our model extracts the latent feature space of image data. In the nonlinear process
of mapping the latent vector to the embedding vector, the model simultaneously copies
the gradient from the decoder’s input zq(x) to the encoder’s output ze(x). The gradient
promotes the update of assignment in Equation (5) and, in turn, influences the result of the
encoder’s discretization. Since the encoder’s output and decoder’s input share the same
D-dimensional space, the gradient will instruct the encoder to adjust its output to reduce
the reconstruction loss of image fusion.

Equation (7) presents the model’s total loss function. The L. in the first term measures
the service quality loss. In this work, we took the scenario of facial expression recognition
as an example, and the specific solution process is described in detail in Equation (8). The
second term describes the image reconstruction loss of the decoder and encoder, that is
the Mean-Squared Error (MSE) between the original images and the model outputs. The
third term of the function is designed to optimize the vector-quantized embedding space
and constantly update the dictionary in the process of model training. The last term is
commitment loss, which constrains the encoder, preventing it from updating too quickly, so
that its output deviates from the embedding vector. To sum up, the complete loss function
for model training is as follows:

L=aLe+ (1 —a)logp(x | zg(x)+ || sglze(x)] —e |3 +B || ze(x) = sgle] [, (?)

where « is used to assign the proportional weight of the loss of service and the loss of
image fusion. The value of « ranges from 0 to 1. In our experiment, we adjusted the value
of & and analyzed the corresponding quality of service. The specific results are presented
in Section 4.3. sg is the stop gradient operator with zero partial derivatives and fixed
operands when computing forward. The first two terms of the loss function are optimized
by both the encoder and decoder. The third term is optimized by embedding space e. The
last one is only optimized by the encoder.

According to the method described above, in each iteration of QM-VAE training, we
record the original images” and the output images’ expressions, respectively. With the
same result as the goal, the service quality loss function L, is determined, as shown in
Equation (8). When the result of facial expression recognition of the output is the same as
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that of the initial image, it is considered that the quality of service is maintained, and L, is
set to 0; otherwise, it is set to 1.

~J0, ifE(x) = E(z(x))
Le= {1, if E(x) £ E ®)

4.3. Method Execution Process

We drew on the idea of destroying the image utility first and then reconstructing it
to formulate the process of our method. Figure 3 vividly shows the execution process
of QM-VAE.

Original images

Detect and cut out Methods to move Update the parameters of
- -
the face regions

privacy model

Service quality is up to
standard

v Put back H Generated images}

J

Figure 3. The flowchart of QM-VAE.

At the beginning of the process, we perform face recognition on the original image
before privacy protection, in which the face area is cut out for subsequent processing.
Then, we utilize the face de-identification methods mentioned in Section 3.1 to modify
the cropped area. In the utility reconstruction stage, de-identified images will be fed into
the QM-VAE.

The service quality evaluator quantifies the image utility loss by using the difference of
attributes in the service scene before and after processing. It influences the training process
of the model, so as to make the model generate images that meet both privacy removal and
utility preservation, and, finally, provides reliable and safe faces for application scenes.

5. Experimentation and Results
5.1. Experimental Setup

We implemented QM-VAE on the CelebA dataset [63], an open dataset containing
sufficient face images after alignment and cropping. We selected the first 1000 images in
the dataset for the experiments, of which, the first 80% were used for training and the
remaining 20% for testing. To verify the wide applicability of QM-VAE, we divided the
datasets into six categories according to expressions, including angry, fear, happy, sad,
surprise, and neutral. The expression distribution of the whole dataset is shown in Figure 4.

We coded QM-VAE using the Tensorflow 1.8 and Keras 2.24 framework developed by
Google, America, and trained it on GTX 2070. Paper [6] proved that when § in Equation (7)
takes a value between 0.1 and 2.0, there is no significant change in the result, so we set the
value of B to 0.25 in the experiment. During the whole system training, we employed the
ADAM optimizer [64] with a learning rate of 1 x 10~3 during the whole model training.
The simulation parameters are listed in Table 1.
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Figure 4. The distribution of the dataset.

Table 1. The simulation parameters.

Methods Epochs o
QM-VAE 10 from 0 to 1 in steps of 0.1
QM-VAE 20 from O to 1 in steps of 0.1
QM-VAE 30 from 0 to 1 in steps of 0.1
QM-VAE 40 from 0 to 1 in steps of 0.1
Blindfold \ \

Mosaic \ \

Cartoon \ \

5.2. Face Image De-Identification

We adopted four de-identification methods to process 1000 face images. According to
the chosen method, we can divide the processed images into four data groups: blindfold,
mosaic, Laplace, and cartoon. Examples of the original images and processed images are
illustrated in Figure 5.

In order to demonstrate that our proposed framework has a good effect in specific
service evaluation, we need to prove that the generated image has the same result as
the original one after passing through the facial expression recognizer. We calculated
the expression consistency between the generated and original image. The expression
recognition neural network was utilized to predict the expression of the original image (E1)
and generated image (Ej).

First, we used the cv2.CascadeClassifier face classifier for face detection. Then, we
input the recognized region into the trained expression recognition model to obtain the
values of E; and E;. As shown in Equation (8), if the values of E; and E, are the same,
this means that effective data privacy protection is achieved, so the returned value of the
function is 0. Otherwise, it is 1. As the number of training rounds grows, we calculate the
service quality loss rate by dividing the sum of the return values by the number of pictures.
If the service quality loss rate continues to decrease, this indicates that the effect of the
model on image utility maintenance is improving.

We measured the service quality loss rate for the four de-identification methods.
As indicated in Table 2, there was a significant decrease in the service quality of facial
expressions, up to 46.5%. It can be concluded that the utility of these images is obviously
affected after these methods.
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Original Blindfold Mosaic Laplace Cartoon
Figure 5. The results of the de-identified image.
Table 2. Service quality loss rate under the four de-identification modes.
Type Blindfold Mosaic Laplace Cartoon

Quality loss rate 0.462 0.207 0.207 0.465

5.3. Images’ Utility Maintenance

We put one original image and four corresponding de-identified images together as a
set of data for QM-VAE training. We used a set of training data as the input of the model
and obtained the generated image corresponding to each set of data. In the process of
training, Equation (7) is used as the loss function. In order to obtain the minimum loss rate,
we conducted many experiments. We changed the parameter « that determines the weights
of the MSE and service quality loss in the loss function and then observed the model effect
of service quality maintenance, respectively, to obtain the most appropriate composition of
the loss function.

The test set was used to calculate the expression loss rate for various « values and
training epochs. We obtained the changing trend of the expression loss rate as indicated in
Figure 6.

From the above results, we can consider that when « is about 0.4, the effect of the
model is the best. when training for 40 rounds, the loss rate of facial expression recognition
is only 0.14, which is less than that of the four protected images, and the loss rate is reduced
by at least 6.7%. This demonstrates that our approach has a remarkable effect on preserving
the quality of face expressions. Compared with image fusion, which only considers the
mean-squared error, the result of & = 0.4 has more advantages in the number of training
rounds, which reflects that the loss of the quality of service plays a significant role in the
overall loss function. The resulting images are shown in Figure 7.
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Figure 6. The changing trend of the expression loss rate.

Compared with the method without considering the specific loss of service quality,
QM-VAE has advantages in maintaining service quality. We used AMT-GAN [6], one of the
latest privacy protection technologies, to process the dataset images, and the image results
are shown in Figure 8. The loss rate of the service image quality of AMT-GAN is 0.395,
which is about 0.255 more than that of QM-VAE, which obviously shows that QM-VAE
performs better in maintaining the quality of service.

We used the model trained for 40 epochs when « is 0.4 for the following analysis. We
measured the loss rate of six kinds of facial expressions under different methods. The
results are shown in Table 3.

Table 3. Facial expression loss rate under different methods.

Loss Rate Angry Fear Happy Sad Surprise Neutral
QM-VAE 0.167 0.4 0.064 0.171 0.33 0.117
Blindfold 0.396 0.701 0.039 0.726 0.75 0.870
Mosaic 0.226 0.290 0.196 0.149 0.208 0.232
Laplace 0.321 0.204 0.178 0.246 0.333 0.191
Cartoon 0.755 0.452 0.504 0.343 0.542 0.423
AMT-GAN 0.551 0.776 0.144 0.677 0.826 0.476

The service quality of each expression was maintained to some extent under the QM-
VAE treatment, and the loss rate of the fear group and surprise group was slightly higher
because of the small sample size.

We calculated the difference of the values corresponding to the facial expression
recognition results before and after being processed by the four selected methods, AMT-
GAN and QM-VAE, and drew error scatter plots and error bar diagrams of data, as shown
in Figures 9 and 10. Compared with the other five methods, QM-VAE shows a more stable
and excellent utility maintenance ability when the results of facial expression recognition
are diverse.

In the problem of face recognition, we also hope to make the smallest possible changes
to the image in the process, that is to erase only the private information and maintain its
similarity to the original image as much as possible, which is beneficial to maintaining the
effectiveness of the image. We used the MSE to calculate the degree of changes to the image.
If you set the coefficient of the MSE in the loss function to 0 (set the value of « to 1), the
resulting image is as shown in Figure 11. From the resulting images represented by these
three images, we cannot recognize faces, let alone extract their expression information. It
can be considered that the maintenance of image utility is ineffective in this case.
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Figure 7. The result of service quality maintenance (a) Image utility was maintained without expres-
sion loss. (b) Image utility was maintained only after expression loss was added. (c) Image utility
was damaged even after adding expression loss.
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Figure 11. The result of ignoring the MSE.

We can find that if we do not consider the MSE at all, the resulting image will almost
collapse. We designed experiments to compare the expression loss of images generated
with and without considering the loss function. The experimental data are shown in Table 4.

Table 4. Service quality loss rate of different expressions.

The Coefficient of MSE Epochs =20 Epochs = 40
0 0.740 0.825
0.2 0.23 0.18
0.5 0.205 0.150
0.8 0.225 0.165
1 0.210 0.175

The experimental results reveal that the effect of the loss function without the MSE
is obviously different from that with the MSE. Within a certain range, the MSE plays a
positive role in maintaining the quality of service.

Through the comparative test shown in Figure 8, we can find that the AMT-GAN
has excellent visual effect. Therefore, in the service scenario where the image can only be
slightly changed, we can add the AMT-GAN as an input of QM-VAE, so that QM-VAE has
five inputs. Figure 12 shows the changing trend of model loss when the input number of
QM-VAE is 3 (removing blindfold), 4 (used above), and 5 (adding AMT-GAN).

0.08 ~

0.07 A

0.06 A

0.05 A

Loss of model

0.04 A

0.03 A

10 20 30 40 50 60

Figure 12. Change of model loss under different inputs.

It can be seen that the model loss reduction rate is improved after the addition of
blindfold and AMT-GAN, which proves that our model can use existing technologies
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according to the service scenarios to improve training efficiency, as well as having wide
applicability and flexibility.

Figure 13 demonstrates an example process of privacy protection and utility mainte-
nance by QM-VAE. We tested the utility of the generated image and found that it produces
the same result as the original image when it passes through the expression recognition
machine, as shown in Figure 14. This proves that QM-VAE is effective in maintaining the
work side of utility.

Figure 13. A case process of QM-VAE.

Original image

Figure 14. Image utility test.

6. Discussion

Based on the experimental data, we can find that QM-VAE has a stable and superior
utility retention ability on the premise of removing privacy. This can be attributed to the
multi-input model, which fully integrates a number of existing technologies to realize the
protection of privacy. The generative network is used to solve the nonlinear relationship
between facial privacy features and the image utility that needs to be preserved. The use of
the autoencoder compresses the data in a low-dimensional space, avoiding the explosion of
computing requirements, thus efficiently achieving the optimization of privacy protection
and quality preservation.

In our work, we quantitatively demonstrated the effectiveness of QM-VAE in maintain-
ing the quality of service, but we lacked a quantitative method to measure the credibility
of privacy information removal in QM-VAE. In a future study, it would be meaningful to
formulate an appropriate quantitative model to measure the degree of privacy protection.
Our future research can provide a breakthrough in the field of face images and be applied
to more aspects of video surveillance, such as privacy-sensitive information such as body
movements or license plates.
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7. Conclusions

In this paper, a novel face de-identification framework named QM-VAE was proposed,
integrating various privacy protection methods. We innovatively considered service re-
views as a black box and used the results to guide the generation of images that maintain
utility. In the experiments, we quantitatively proved that QM-VAE performs admirably
in terms of maintaining image utility. We are the first to develop a universal method for
privacy protection with great flexibility and efficiency for various service situations.
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