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Featured Application: This study developed a low-cost, compact, and interactive augmented re-
ality (AR) experimental platform for the thermal management of power devices. It can be in-
tegrated into future education, supporting an efficient exploration of physical processes when
off-campus learning is demanded, such as in the COVID-19 pandemic.

Abstract: Augmented reality (AR) applied in education provides learners a possible way for better
understanding and thorough learning. Although the traditional projector is used to integrate the
augmented information with real objects without wearing AR glasses, the projector-based AR system
is unlikely to be adopted widely in education due to the cost, heavy weight, and space issues. In this
paper, an alternative projector-camera AR platform, utilizing a digital light processing (DLP) module
matched with a Beaglebone Black (BB) controller, is proposed for AR physical experiments. After
describing the DLP-based AR learning design method, the algorithm of pre-deforming projection
content with simulation-based poly fitting is presented to keep the virtual asset consistent with the
user action; and then a prototype with the content regarding the thermal management of power
devices is illustrated to validate the performance of the AR experimental platform. The result shows
that the DLP-based AR platform is an accurate and interactive AR system with a response time of 1 s,
and a registration deviation of 3 mm. It is also an affordable AR learning design tool with a bill of
materials of about $200, and thus casts light on creating AR-based physical experiments to explore
more physical phenomena.

Keywords: projector-based augmented reality; experiment platform; low-cost; simulation asset;
thermal management

1. Introduction

Augmented reality (AR), a modern information technology integrating virtual assets
with real objects, is beneficial for education, such as helping students acquire knowledge
and explore physical processes [1–5]. A review of AR in education over the last 25 years
is given in [6], which indicates the future trend of the development of authoring tools.
Currently, the adoption of AR technology in teaching has been greatly concerned with
tackling the challenges of traditional physical education associated with lack of equip-
ment, difficulty in comprehending concepts, and a tendency of diminishing interest in
students [7,8]. Furthermore, as an emerging and potential education technology, there is a
huge demand for AR-based learning resources [9] for wide applications in the sustainable
development of education.

Numerous research works have been carried out to investigate the flow chart and
the architecture of AR development, such as in microprocessor courses [10]. During the
creation of AR-based physical experiments [11], the projector-camera system is one of
the favorite configurations for creating interactive AR applications without wearing AR
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glasses [12–16]. Although the compact and lightweight challenges of AR headsets are
tackled by innovative ways such as holographic optical elements and lithography-enabled
devices [17], the effectiveness of projector-based AR learning activities has been validated
by the satisfaction of users [18]. In fact, the projector-based AR system warps the virtual
information onto real objects and brings about a keystone deformation rooted in the 3-dof
(pan, tilt, screw) misalignment among projectors, cameras, and screens. Therefore, the
homography-based calibration of the keystone effect [13] and the generation of projection
content [14] have been frequently addressed when using the projector-based AR to achieve
an effective teaching outcome. Furthermore, the projector-based AR learning resource
depends upon a large space for high-cost, heavy components such as traditional projectors
and desktop PCs to take charge of virtual content and user interactions [19], thus making it
less popular for low-cost teaching support multimedia.

To provide an affordable AR physical experiment, simple geometric shapes have
been frequently designed as AR projection content, since the approximation cuts down
the calculation cost of real-time assets [20,21]. For example, indicative circles are utilized
as projection content in the interactive AR exploration of thermal leak phenomena [14].
Obviously, the content-approximated AR system hardly supports the accurate understand-
ing of intrinsic physical quantities such as thermal distribution in targeted phenomena,
and the calculated image instead of the specific shape is required to render real physical
experiments [22]. Recently, there has been another trend to simplify the hardware configu-
ration of AR systems, such as using POLAR systems as portable PC peripherals [23], and,
furthermore, numerical simulations are adopted as the augmented information, such as
the AR-based magnetic field application with a tablet screen instead of the conventional
projector [24]. Unfortunately, the screen-based AR learning design has some limitations in
visualizing the top surface of real objects and keeping the thermal and magnetic reliability
of the screen. Therefore, a low-cost AR learning design is still pending for education
exploring physical phenomena.

In this paper, an accurate and interactive AR learning design for creating affordable
projector-based AR physical experiments is proposed. In Section 2, an AR-learning design
method is presented based on the low-cost hardware setup with a digital light processing
(DLP) module. In Section 3, an off/online algorithm for generating assets is proposed by
combing the finite element simulation and the poly fitting method to support the simplified
hardware configuration. In Section 4, a prototype application for the thermal management
of power devices is demonstrated, and, in Section 5, the teaching practice and its results are
given, which highlight that the proposed provides a low-cost approach to apply AR in a
teaching environment.

2. DLP-Based AR Experimental Platform

Instead of adopting traditional parts with huge volume, large mass, and high cost, the
projector-based AR experimental platform is realized with low-cost modules, including
a CCD camera for identifying real objects, a DLP module TI DLPDLCR 2000EVM for
projecting virtual assets, and a BB controller with an AM3358 processor for tracking the AR
scene, as shown in Figure 1a. The DLP communicates with the BB through a parallel port,
and the CCD image data is input into the DLP + BB through a USB port. The DLP + BB
module has an image resolution of 360 × 640 pixels and a distance-to-width ratio (D/W) of
1.6. The DLP is installed at the top center to superimpose the projected content over the
bottom projection screen and has a vertical distance (D) of 44.8 cm (D = 1.6 ×W, where W
is the width of 28 cm A4 paper considering factors such as the projectable area, viewable
direction, and movement of the object), as shown in Figure 1b. Similarly, the CCD with a
field of view of 40◦ is placed at a perpendicular distance of 25 cm to the projectable area.
This simplified hardware configuration has the predominant functions of identification,
projection, and tracking.
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of the prototype with three coordinate systems of projector, camera, and real world, {OP, OC, OS}. 
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Figure 1. The configuration of the proposed AR experimental platform consisting of a digital light
processing (DLP), Beaglebone Black (BB), and CCD modules: (a) schematic diagram for illustrating
identification, projection, and tracking; (b) geometric parameter of the setup, where the DLP with a
distance/width (D/W) ratio of 1.6 is configured at the projection distance (D) of 44.8 cm; (c) an image
of the prototype with three coordinate systems of projector, camera, and real world, {OP, OC, OS}.

Figure 1c illustrates a prototype of the proposed AR experimental platform, assembled
by students utilizing available aluminum brackets. The DLP + BB, CCD, and projection
screen are fixed tightly and the default content of DLP is displayed within the A4-size field
of view, with an illumination of up to 510 lux to meet students’ perceptions. The prototype
has a bill of materials of less than $200 and a power consumption of about 5 W.

3. Pre-Deformed Projection Content with Simulation-Based Fitting Method

Algorithms of identification, tracking, and projection are developed after modeling
the DLP-based AR system. In addition to the typical extraction of coordinates and shapes,
the pre-deformed projection content of DLP is given to compensate for the keystone
distortion. Moreover, online assets from offline simulations are generated to respond to the
user’s operation.

3.1. Homography-Based Model of DLP-Based AR System

As a projector-camera system with the elements of DLP, CCD, screen, and user, as
shown in Figure 1, the image data is captured, projected, displayed, and perceived. To
obtain the goal of letting the projection content equal the desired image in the warping AR
system, the 3-dof (pan, tilt, screw) misalignment of modules has been addressed by pre-
deforming the desired images. The perspective transform of images from the coordinate
system Oi to Oj is modeled by [25],

pOj = Hi→j·p′
Oi (1)

where pOi = [x, y, 1]′Oi is a homogeneous coordinate of image point lying on the plane z = 0
in Oi; and Oi, i = C, P, S is the coordinate system of CCD, DLP, and screen, respectively;
Hi→j is the 3-order homography matrix from pOi to pOj .

When the real objects lie on the screen of size 21 cm × 28 cm, IS =
{

pOS
}0≤y≤21

0≤x≤28,

the captured CCD image of size 360× 640 pixels, and IC =
{

pOC
}y=1:640

x=1:360 is rewritten by
Equation (1) using the homography matrix HC→S as,

pOS = HC→S·p′
OC (2)
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Similarly, HC→P and HP→S denote the homography matrix of keystone correction and
DLP projection in the AR system, respectively. Therefore, the goal of projecting the desired
image ID onto the real image IS at right positions and scales is defined as the optimization
of HC→P,

H∗ = min
HC→P

(|f (IP(ID))− f (IS)|2) = min
HC→P

(|f (HP→S·(HC→P·ID))− f (IS)|2) (3)

where f (·) is the function for extracting the coordinate of the feature points. Additionally, ID

is the finite element method (FEM)-based plots of physical parameters, such as temperature
T, with the indicative texts and markers based on the geometry parameter from IS,

ID = FEM
(

T; IS
)
= FEM

(
T; HC→S·IC

)
(4)

Here, FEM(·) denotes the FEM model with output of plots under the boundary
condition IS, such as coordinates and shapes of the experimental parts, and IS is estimated
from IC by Equation (2).

According to Equations (1)–(4), the model of the proposed AR system is determined by
homography matrix sets

{
HS→C, HP→S, H∗

}
with the input of real image IS and output of

the desired image ID related with the user-demanded model FEM(·) in the AR experiment.
Furthermore, the pre-deformed image IF = H∗·ID is projected onto the screen in real-time
to obtain the superimposition of real objects with virtual assets when users operate the AR
experimental platform.

3.2. Coordinate and Shape Detection for the CCD Image

To obtain the coordinate and shape of real objects with the CCD, the first task is to
determine HC→S in Equation (2). According to the 8-point algorithm [19], the corners of
four letters, such as CQNU printed on A4 paper in Figure 2a, are defined as the four feature
points, and have homogeneous coordinates in OS (unit: cm) of

p4L
OS =

{
[0, 0, 1]′OS , [26.6,−0.4, 1]′OS , [0.2, 16.7, 1]′OS , [26.9, 16.4, 1]′OS

}
(5)
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Figure 2. Illustrations of CCD-based detection of coordinates and shapes of real objects on projection
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homography matrix; (b) the image after calibration; (c) the DLP display of the coordinate of a cover;
and (d) identifying two magnets.
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After getting their corresponding coordinates p4L
OC in IC, the inverse of HC→S or HS→C is

HS→C =

 0.645 0.072 −81.260
0.063 0.975 −72.926
−5.0e− 5 −1.2e− 4 1

 (6)

Obviously, the sheer element of HS→C in the AR system is 0.072 or 0.063 rather than
0 due to the misalignment angle of the CCD. Furthermore, HS→C is used to calibrate the
optical structure deformation, as shown in Figure 2a,b, where the deviation for horizontal
axis in OS before and after calibration is illustrated. Therefore, the estimated homography
HS→C based deformation correction allows students to configure the CCD easily without
the requirement of high precision operation.

When the CCD and screen are assumed to be fixed tightly, HS→C is a time-invariant
transformation and its estimated value keeps constant; thus, the real-world coordinates
of objects on the projection screen can be measured in real-time by using Equation (2)
without repeating the estimation of HS→C. In addition, the type of real object is identified
from the CCD image by the classical neural network method, such as the function of
CascadeClassifier in the OpenCV library. Figure 2c,d demonstrate the projection display of
the measured coordinate and identified objects including a cover and two magnets (M1,
M2), respectively, and the results suggest that the estimated coordinates have a relative
error of less than 4% and the maxima difference of about 3 mm; moreover, the response
time of coordinate and object detection running on the BB controller is less than 0.7 s when
the image resolution is 640× 360 pixels. Therefore, the detection of shape and position for
real objects provides an accurate and fast input to the DLP-based AR system.

3.3. Pre-Deformed Projection Content of DLP

Although there is a less obviously geometric and optical distortion of directly projected
simple information such as texts or rectangles in Figure 2c,d, the keystone distortion
introduced by DLP is typically perceived when general content such as the image in
Figure 3b is presented. If feature points of the CCD image and the real-world objects are
matched (or f (I) = I), the calibration of DLP projection content modeled as in Equation (3)
is rewritten as:

HP→S·
(

HC→P·ID
)
− IS = 0 (7)
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Figure 3. Demonstration of calibrating DLP optical distortion by pre-deforming the desired image,
which has a size of 640× 360 pixels and four letters of “C-Q-N-U” at corners. (a) Transform of the
desired image through the pre-deformed, projected, and observed blocks; (b) the CCD-observed
images of DLP projection in the OC coordinate system before calibration, and after calibration (c).
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When IS is measured at a given ID, HC→P is the inverse of HP→S in Equation (7) or
H∗ = HC→P =

(
HP→S)−1

. Figure 3a shows the block diagram of perspective transform to
obtain the goal of AR projection function by pre-deforming the desired image.

Like the estimation procedure of HS→C in the Section 3.2, HP→S mapping the point of
DLP projection image in OP to the corresponding point of screen image in OS is,

HP→S =

 0.338 −0.034 3.656
0.011 0.318 33.666
−2.3e− 5 −1.3e− 4 1

 (8)

Based on the pre-deformed image algorithm, the CCD-captured image of projecting
content in OC after calibration is compared with that before calibration in Figure 3. The
result shows that the DLP projection of the pre-deformed image has a smaller relative error
of less than 4%, and thus the simple method for calibrating the keystone distortion by
applying the pre-deformed image is verified.

3.4. Online Fitting Asset from Offline FEM-Based Simulation

Benefiting from the multi-physics field simulation by COMSOL code, FEM(·) in
Equation (4) is built by importing a library application with the required physics field
modules and modifying the geometric and material parameters of components, as well
as the boundary conditions. For the boundary condition BC

i feedback by features of CCD-
based image IC

i , the visualized output of physical parameter TC
i is calculated by,

ID(i) = TC
i = FEM

(
BC

i

)
= FEM

(
f
(

IC
))

(9)

Taking the thermal stress of resistance as an example, plots of temperature distribution,
as shown in Figure 4, are generated by running the COMSOL application, thermoelec-
tric_cooler.mph [26], under the boundary condition of electrical power of 1 W, 1.4 W, 2 W,
and 4 W, denoted as BC

1 , BC
1.4, BC

2 , and BC
4 , respectively. Although the desired image ID

is accurately calculated, the calculation time operating on a powerful computer for each
condition is longer than 10 s, and the calculation time will last longer when run on the
BB controller.
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Figure 4. Illustration of the online fitting asset from offline simulations using the thermal stress exper-
iment in COMSOL library applications. (a) The simulated image of temperature distribution under
four boundary conditions denoted as BC

1 , BC
1.4, BC

2 , and BC
4 , with indicative points (the 1000th point);

(b) the 2nd-order poly-function fitting the “simulated” data for the 1000th point to predicate its
corresponding temperature under the boundary condition, BC

1.4; (c) the comparison of the deviation
and standard between the predicated and the simulated, where the deviation of temperature is less
than 0.05 K and the standard is 0.25.

To update the desired image as fast as possible while maintaining accuracy, the time-
consuming simulations are pre-calculated under assumed boundary conditions, and then
these simulation plots are stored so that the real-time projection content looks up the offline
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simulation-based images. For an arbitrary boundary condition set by students for the
interaction in the experiment, however, the look-up table method might fail to match
the specific boundary condition even if an abundance of images is provided in the table
without considering the limited storage. Therefore, a fitting method is used to generate
the desired image under an arbitrary boundary condition without storing it in the look-up
table

{
TC

i
}

i∈Γ,

ID(j) = Poly
({{

TC
i

}
i∈Γ

}
; j
)

, j /∈ Γ (10)

where Poly(·) is a poly-function of such as 2nd order Poly(x) = p1x2 + p2x + p3. For the
2nd-order poly-function, the model parameters {p1, p2, p3} at each point in the images
are estimated by its corresponding points in the table

{
TC

i
}

i∈Γ. For instance, if the desired
image ID(j = 1.4) at BC

1.4 is assumed to be unknown, the simulated images at BC
1 , BC

2 , and
BC

4 , as shown in Figure 4a, are first computed and stored in the look-up table
{

TC
i
}

i∈Γ,
Γ = {1, 2, 4}. Then each point, such as the 1000th point in

{
TC

i
}

i∈Γ, are denoted as
“Simulated” points, fitting as Poly(x) = 0.12x2 + 85.3x + 299.8, and indicated as “Fitted”
in Figure 4b. Next, let x = 1.4 in the fitting poly model to predicate the unknown point.
Finally, all points are generated by repeating the above-mentioned steps and scattered
interpolation for the desired image.

Following the procedure of online fitting based on pre-simulated images, the predi-
cated image is compared with the offline simulated at BC

1.4, as shown in Figure 4c, which
has a temperature deviation of less than 0.05 K and the standard of 0.25. Furthermore, the
calculation time to obtain the desired image operating on the BB controller is about 0.1 s
while that of FEM simulation running on a computer is up to 10 s. Therefore, the proposed
algorithm combining the offline simulation and the online fitting enables educators to
create the augmented information fast and accurately.

4. AR Learning Design Method

Based on the DLP-based setup, the design of AR learning resources depends upon the
development of virtual assets and real objects to meet users’ demands. The AR learning
design method are as follows and shown in Figure 5.

• Learning demand by users. Firstly, the students’ background information such as
preferences is collected through the questionnaire. Secondly, attention is focused upon
the physical concepts and laws attracting them most, such as thermal management
in electric vehicles for example. Thirdly, the relationship between physical quantities
and boundary conditions is analyzed.

• Desired content for assets. The real-time generation of simulation plots in contact
with boundary conditions, combined with the indicative texts and calibration markers,
is realized by the offline/online asset algorithm. On the one hand, the offline simula-
tion using the finite element code COMSOL is implemented to obtain the pre-stored
images under the given conditions. On the other hand, the online fitting method is
utilized to achieve the desired content in order to respond to the operation of users.

• Real-world scenario with objects. The real experimental parts are built to realize the
AR experiment. Types and positions of the real objects placed on the projection screen
are identified by CCD, and then the user’s configuration is imposed on the procedure
of producing the desired assets. Finally, DLP projects the augmented information over
the real objects in the presented scenario.

The data pipeline of the AR learning design method is controlled by the Python
application, which runs on the BB controller with the Linux operating system in the DLP-
based experimental platform. During programming, the keystone correction is performed
at the startup of the system by pre-deforming the desired image using the homography
matrix; meanwhile, the simulation & fitting procedure is looped to keep consistency with
the user’s action.
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Figure 5. Data pipeline of the DLP-based AR learning design from the learning demand to the
real-world scenario, and the desired image under the conditions defined by user operation through
the suggested tracking and projection block, where the pre-deformed image IF is generated by ho-
mography mapping method, and the desired simulation ID is calculated by the simulation and fitting.

5. AR Experiment on Thermal Management of Power Devices

A guideline for applying the proposed AR learning design method to develop a
DLP-based AR experiment on the thermal management of power devices is illustrated
as follows.

5.1. Leaning Demand for Defining Real Objects and Virtual Assets

Although educators provide diverse learning resources for students to understand
physical concepts, most of them focus on a specific field, such as the electric field, with
less emphasis placed on its coupling to others, and thus contribute to the poor ability of
students to explore physical phenomena. With the rapid penetration of electric vehicles in
daily life, the EIC system (battery, electric control, and motor) is the critical part involved
in multi-physical field couplings, particularly in the electrical and the thermal. Therefore,
the topic of the electrical–thermal coupling in an EIC system has been chosen for the
AR experiment.

After determining the topic, the fundamental unit of the converter in an EIC system
built around a power device MOSFET is investigated to explore the relationship between
the thermal and the electrical. With the increase of the operating current, the power
device will generate heat increasingly due to the Joule loss on the switch on resistance.
Furthermore, the other boundary conditions embracing sinks, types of MOSFET, and tracks
of a printed circuit board (PCB) have a great impact on the temperature. To address these
issues, the four principal skills of observation, measurement, modeling, and prediction are
integrated into the design of the AR experiment, seeing Figure 6.

Firstly, the students’ observations of electric vehicles are presented in the brainstorm-
ing. The difference between the electric vehicle and the traditional one is illustrated by
the EIC system, and thus leads to the reliability issues of power devices such as MOSFET.
Secondly, the temperature of MOSFET operating under the boundary conditions such
as the measured current, and the available engineering operations covering the usage of
sinks, design of tracks, and choice of MOSFET, are conducted to build a real experiment.
According to the geometry and materials of the real experiment, thirdly, a FEM model
is built, and the simulated temperature is validated with that of the real experiment so
that an accurate understanding can be gained from the predicated images. Finally, the
desired image is generated by the online/offline fitting procedure as stated in Section 3.4
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when users change the boundary condition to examine the electrical-thermal effect in the
MOSFET on PCB.
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where observation, measurement, modeling, and predication are incorporated into the implementa-
tion of virtual assets and real objects.

5.2. Tracking and Projection in DLP-Based AR Platform

Following the pre-deformed method stated in Section 3.3, the desired image is per-
ceived without distortions on the projection screen, where Figure 7a shows a pre-deformed
image of temperature distribution on the PCB. In addition, the position and orientation of
the three vias on the PCB are identified as reference points to register the superimposed
information and lead to the successful registration of the virtual assets with the real objects
in the AR scene, as shown in Figure 7b, captured by the CCD camera. When the position of
the real object changes, the CCD-based image detection guides a dynamical superimposi-
tion of the desired image over the real object located at the new place, and results show
that the time of tracking is less than 0.3 s and the match deviation is about 3 mm. Hence,
the real object can be placed freely within the projectable area while keeping augmented
information real-time and accurate in the AR experiment.
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In addition to tracking locations and elements, e.g., a sink configured in the experiment
is detected by utilizing the learning algorithm in Section 3.2, and the desired image is
updated with the help of the asset generation method in Section 3.4 so that the AR adapts
itself to the changing experimental conditions. Although the re-computation of virtual
assets in real-time brings about another delay time of 0.6 s, users can enjoy the dynamic
configuration to investigate more engineering activities on the interactive AR platform.
Whether the sink is mounted on the MOSFET or not by users, the influence of temperature
distribution on operating the sink is observed in the AR scene, as shown in Figure 7c,d,
where the white background of images is off-color due to being shot with a camera phone.

5.3. Teaching Results

According to the DLP-based AR framework with low-cost components and accurate
assets, the dynamically interactive AR experiment of the MOSFET on PCB is present for
28 sophomores majoring in physics at the Chongqing Normal University, China. Following
our earlier report about the design method, process of the questionnaire, and interviews
about VR in teaching evaluations [27], the main content includes interests, skills, learning,
and thinking, as well as years of teaching. The feedback from the questionnaire, interview,
and experimental reports are collected to validate the effectiveness and usefulness of the
proposed AR experiment.

Firstly, the AR experiment is easy to set on the normal desk by students themselves;
they are interested in the magic experimental desktop that senses real objects and projects
virtual information. What impressed them most is that the AR experiment provides
them with a place to freely configure the experimental objects while keeping a dynamic
superimposition of the virtual asset over the real object.

Secondly, evolutions of the visualized temperature distribution due to diverse factors
such as the sink, operating current, and distance between tracks are explored in the AR-
based experiment of the MOSFET. Most of the students actively participate in the AR
experiment with different configurations as much as possible and recognize the fact that
there are other engineering methods for the thermal management of power devices besides
the usage of a sink. Furthermore, the reliability standard considering both the maxima and
the uniformity of temperature is studied to assist the design of the PCB with power devices.

Thirdly, nearly half of the students applied the platform to other topics for creating
their own teaching resources, due to their career plans for teaching information tech-
nology. Figure 8 illustrates an application in the smart lighting of plants, which has
the functions of plant recognition, location tracking, and controlling the light color and
shape. It takes only 8 h for a 3-member group to create the AR system using the available
projection-camera modules.
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Figure 8. Demonstration of AR teaching resource created by students for plant lighting based on
the proposed AR method, where the learning-based CCD detection and warp-based DLP mapping
provides users interact with the plant and the light, such as adapting the location (a) and the shape
(b) of light to the plant at a place dynamically.
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Based on the above-stated teaching procedures, the proposed AR experiment with
affordable hardware and accurate assets is easily prepared for teaching electrical–thermal
effects, and the interactive operations provide students’ with a concrete understanding
of the invisible temperature distribution related to the reliability in electric vehicles. Fur-
thermore, the interactive projection-based AR platform provides an effective AR learning
design tool for creating teaching resources for teachers.

6. Conclusions

An affordable AR learning design for physics education is proposed based on the
low-cost DLP-based platform and the real-time simulation-based asset generation method,
and its performance is validated by the interactive experiment of the thermal management
of MOSFET on PCB. This paper is summarized as follows.

• Hardware. A compact projector-camera AR system equipped with the digital lighting
process (DLP) module is illustrated to empower the experimental desk with interactive
information to students without wearing glass-like devices and has cut the cost with a
bill of materials of less than $200 to the favorite range for education.

• Software. A fast and accurate asset generation algorithm is proposed to support the
hardware configuration of the compact AR system, where the offline finite element
simulation and online poly fitting of the pre-stored plots are combined to balance
the calculation accuracy and the response time. Additionally, the homography-based
calibration algorithm for misalignments among the DLP, camera, and screen plane is
explained to match the real and the virtual.

• Prototype. A visually interactive AR experiment of the thermal management for
the MOSFET on PCB is created by the proposed hardware and software, where the
projected temperature distribution looks undeformed from the viewpoint of users and
is dynamically updated with a response time of less than 1 s and a matching deviation
of about 3 mm.

• Evaluation. A full teaching procedure is incorporated into the AR-based thermal
management experiment, and findings show that the AR experiment can help students
understand abstract concepts and provide an effective tool for them to create their
own AR-based teaching resources.

In summary, the proposed interactive AR platform has the advantages of low-cost
hardware, easy-calibration projection, and high-accurate assets. It provides the experimental
desktop with sensing and projection to meet the requirement of exploring dynamic proce-
dures in physics education. The affordable AR learning design method could be used for
wide applications to support home or online explorations of the daily physical phenomena.
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