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Abstract

:

This paper proposes a device of sensing that could be integrated into the instruments of any surgical robot. Despite advances in robot-assisted laparoscopic surgery, the tools currently supplied to surgical robots have limited functions, due to the absence of sensorization. With this motivation, we present a preliminary work based on the design, development, and early stages of experimentation with smart and multifunctional devices of sensing for surgical tools. The proposed device of sensing has a proximity sensor, colorimetric sensor, and BLE connection for different surgical instruments to connect to each other. The proximity feedback allows the surgeon to know the distance of the instrument from a particular tissue, to operate in conditions of greater safety. With the colorimetric feedback, on the other hand, we intend to proceed to the identification of specific tissue areas with characteristics that are not typical of the physiological tissue. The results show that the device is promising and can be further developed for multiple clinical needs in robotic procedures. This system can effectively increase the functionality of surgical instruments by overcoming the sensing limitations introduced by using robots in laparoscopic surgery.
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1. Introduction


The past few decades have seen an exponential growth in medical technology, particularly with regard to the application of robotics to surgery. Robotic surgery, the latest evolution of minimally invasive surgery, overcoming the limits of traditional surgery, has allowed the broadening of therapeutic horizons and represents the gold standard for various clinical applications.



Robotics is the center of modern health engineering. The first robot used in the clinical setting to obtain neurosurgical biopsies was the Puma 560 robot in 1985. Since then, more and more advanced surgical robots have been developed [1,2]. In general, the use of robotic surgery increased significantly from 2012 to 2018, with an increase from 1.8% to 15.1% for all general surgery procedures. Over the same period, the use of both laparoscopic and open surgery declined. For example, the proportional use of open surgery was 42.4% in 2012, compared to 32.4% in 2018 [3]. It has also been witnessed that the use of robotic surgery has increased rapidly and spread widely in numerous procedures during the years following the adoption of this practice in hospitals. Therefore, for most surgeons, it was already considered a safe and effective approach when clinically feasible.



Current robotic platforms are designed to incorporate advanced features that allow for increased accuracy by making the execution of operator tasks easier and safer. Additionally, surgical robots have retained the ability to perform surgical operations through smaller incisions. These characteristics aim to improve the results compared to those obtainable through traditional surgical methods. The adoption and diffusion of robotic surgery shows a positive trend in some geographical areas, especially in countries with advanced economies. This is shown by the widespread use of the da Vinci Surgical System (Intuitive Surgical Inc., Sunnyvale, CA, USA), in a multitude of application areas [4]. Currently, the da Vinci Surgical System represents the most widespread surgical system, with over 5000 models implemented worldwide, performing over 7 million surgical procedures in different anatomical areas. The da Vinci Research Kit (dVRK) research platform fits into this context, developed through a collaboration among academic institutions to address the challenges in starting research on surgical robotics. This has led to a significant boost in the development of surgical robotics research over the past decade, and has generated new opportunities for collaboration and linking of a surgical robot to other technologies.



Among the advantages introduced by robot-assisted surgery are the reduction in tissue trauma thanks to small incisions, less bleeding, and less need for transfusions, a reduction in hospital stays and post-operative pain, a reduction in recovery times, and a quicker recovery rate in carrying out daily activities and greater ease in the execution of complex surgical tasks, which entails greater safety for the patient. On the other hand, the disadvantages of robotic surgery are mainly linked to the cost of the robotic system, the instrumentation, the system maintenance, and to the fact that, to operate the robot, very high-level skills are required on the part of the surgeon and room staff, to be acquired through specific training [5].



During an open surgery, surgeons can use their hand to locate and diagnose abnormal tissue by direct palpation; instead, in laparoscopic surgery, direct palpation is not feasible, due to the limits of the incision [6,7]. For this reason, one aspect that many studies are focusing on is the lack of haptic feedback during the surgical procedure, in addition to visual feedback [8,9]. Nevertheless, surgeons using robotic technologies could benefit from other types of feedback, such as feedbacks of color, speed, and proximity, to further broaden the fields of the application of surgical robots [10,11].



In this work, an attempt is made to restore the functions that are lost in robotic laparoscopic surgery, by using the sensorization of the surgical instrumentation. The design intention is to develop an intelligent and multifunctional sensing device to improve the performance of surgical robots, interconnect instruments, and enable, in the future, the development of AI algorithms.




2. Materials and Methods


2.1. Device Overview


In this section, the overall design of the proposed device of sensing is introduced. For the implementation, the following needs have been considered and analyzed:




	-

	
The design of a compact mechanical concept;




	-

	
A circuit that integrates the functional components to detect color and proximity;




	-

	
A machine learning model that allows the classification of tissues based on their color;




	-

	
A BLE (Bluetooth Low Energy) communication to allow the interconnection of the various arms and the introduction of the IoT to surgical robotics.









The main purpose of the first prototype proposed in this manuscript is to carry out the sensorization of the surgical instrument used during procedures with surgical robots, to ensure a safer interaction with the organs. For the first prototyping phase, an Arduino Nano 33 BLE Sense board is used, due to its compact size and the presence of integrated sensors. Reference is made to the colorimetric and proximity sensor integrated inside the APDS9960 unit of the Arduino board considered. In particular, the proximity sensor provides feedback on the distance between the tip of the surgical instrument and the organs, to ensure safe interaction. In addition, the colorimetric feedback allows, with the implementation of a simple neural network, to identify specific tissue areas with characteristics that are not typical of physiological tissue, such as cancerous tissue structures. This kind of recognition leads the way, in the future, to the classification of healthy tissue and diseased tissue. A 3D printed mechanical support is used to mount the electronic board to the robotic instruments, consisting of two main parts held together using a magnetic anchor. The magnets are integrated into the mechanical structure of the device, and allow for a quick alignment of the two parts, and a stable anchoring to the instrument. The dimensions of the holder are compatible with the size of conventional da Vinci EndoWrist tools; as this device of sensing is designed for robot-assisted laparoscopic surgery, it can be integrated into instruments of the Patient Side Manipulator (PSM) of the da Vinci Research Kit (dVRK) and can be teleoperated by the Master Tool Manipulator (MTM) [12] (Figure 1).




2.2. Design and Implementation of the Sensing Device


2.2.1. Mechanical Design


A mechanical support is created to allow to the Arduino Nano 33 BLE Sense board to be kept in position on the dVRK instrumentation during the execution of the validation tasks. It is conceived in two different versions to adapt to the different positioning along the instruments of the dVRK. The first version of the prototype, shown in Figure 2, allows the lying positioning on the robot instrument. This arrangement is ideal during BLE communication between the various robot arms, as there is no need to keep the sensor integrated on the board in a specific position. Furthermore, the first position is characterized by a reduced size and a better flexibility during the movements.



The second version, shown in Figure 3, is designed for cases in which it is necessary to hold the embedded sensors that look towards the work surface. This is useful in the experimental validation phases during the detection of the color and proximity of tissues placed on the work surface.



This support, for both versions, is made up of two main parts. The first part represents the housing for the electronic board, while the second part connects to the first for the positioning of the device along the EndoWrist tools, as shown in Figure 2 and Figure 3. The two structural portions of the mechanical support are held together using four K&J MAGNETICS neodymium magnets (NdFeB), for each side. The magnetic blocks have dimensions of (0.64 × 0.32 × 0.08) mm and grade N42. The magnetic anchoring enables the quick alignment of the two mechanical parts and the perfect integration of the sensing device with the dVRK instruments. At the same time, this magnetic mechanism makes it possible to separate the two structural portions of the support after performing the tasks using the tip of the surgical instrument itself [13,14]. This operation not only saves time, but can be performed without the assistance of an assistant surgeon.




2.2.2. Hardware Components


In this research, we employ the Arduino Nano 33 BLE Sense board composed of embedded sensors to detect color, proximity, motion, temperature, humidity, audio, and more. The presence of the embedded sensors allows the board to manage numerous IoT and AI applications without requiring the presence of external sensors. This board is built upon the nRF52840 microcontroller and runs on Arm® Mbed™ OS. The processor has other important features such as Bluetooth® pairing via NFC and ultra-low mode energy consumption. For the sensorization of the device, reference made is to the APDS-9960 unit built into the Arduino Nano33 BLE Sense board, which features advanced gesture sensing, proximity sensing, digital ambient light sensing (ALS), and color sensing (RGBC). This modular unit has dimensions 3.94 × 2.36 × 1.35 mm, and incorporates an IR LED and a factory-calibrated LED driver.



The proximity detection function provides the measurement of distance via the photodiode sensing of reflected IR energy from built-in LEDs. Detect/release events are interrupt-driven and occur whenever the proximity result crosses the upper and/or lower threshold settings. The IR LED intensity is factory trimmed to eliminate the need for end-equipment calibration due to component variations. The proximity results are further improved by automatic ambient light subtraction. The proximity results are affected by three basic factors: IR LED emission, IR reception, and environmental factors, including distance to the target and the surface reflectivity. The photodiode signal is combined, amplified, and offset adjusted to optimize performance. The colour and ALS detection feature provides red, green, blue, and clear light intensity data. Each of the R, G, B, C channels has a UV and IR blocking filter and a dedicated data converter producing 16-bit data simultaneously. This architecture allows applications to accurately measure ambient light and sense colour, which enables devices to calculate colour temperature and control display backlight.




2.2.3. IoT and Bluetooth Low Energy Connection


In recent years, we have seen a significant advance in digital technologies, which contributes to the current concept of the Internet of Things (IoT). At the basis of the IoT, there are “intelligent” objects that are interconnected to the exchange information owned, collected, and/or processed. The smart object must first be identifiable; that is, with a unique identifier in the digital world, and then it must be connected to transmit and receive information. These are smart connected devices that process and share all kinds of data with each other, and that can be controlled via the Internet. Into this context fit energy-efficient short-range wireless communication technologies such as Bluetooth Low Energy (BLE) [15]. This section shows how is possible to exchange information between two Arduino Nano 33 BLE Sense boards. With this communication, the various arms of the da Vinci surgical robot can be interconnected.



When a Bluetooth® connection is established, the central device will scan the surrounding devices and “listen” for the devices that transmit information, and at the same time, the device will advertise or transmit its data or information to any nearby device. As soon as the central device collects information from the peripheral device, an attempt is made to connect the peripheral device. Once the connection is established, the central device will interact with the available information to the peripheral device. This information exchange takes place using so-called services. By grouping the various device capabilities into services, central devices allow peripheral devices to quickly find, select, and interact with the desired services. Any service has a unique identifier called UUID. This code can be 16 or 32 bits long, for services with Bluetooth® specifications. One of the two Arduino Nano BLEs is configured as a central device, while the other as a peripheral device. The information shared between the two boards comes from the proximity sensor of the integrated APDS-9960 unit of the Arduino Nano 33 BLE Sense board.



For this purpose, the ArduinoBLElibrary library was used, and a service called proximityService was created with a feature called proximity_type, as shown in Figure 4. The central device tries to establish a connection with the peripheral device, and tries to discover the service and the feature that we have specified when implementing the code. If the connection is made successfully, the Nano 33 BLE Sense board’s built-in proximity sensor is activated. When a proximity value is detected by the sensor, the central device gives us feedback, through the serial monitor, on the type of distance detected (FAR, MIDDLE, or CLOSE). The value is written to the proximity_type feature of the proximity service in the peripheral device. In addition, the on-board LED in the peripheral device lights up according to the detected value. If a distance is detected that exceeds the threshold set as FAR, the green LED will turn on; in the case of MIDDLE distance, the blue LED will be on; finally, if the object is close to the sensor, the red LED lights up.




2.2.4. Complete Prototype


All the mechanical parts that make up the sensing device were produced using a 3D printer. After that, the two mechanical parts and the electronic board described above were assembled with the use of the magnetic anchor and positioned on the EndoWrist tool of the dVRK system. Figure 5 clearly shows how the first version of the prototype guarantees a minimum footprint and better compactness. This support configuration is to be taken into consideration in cases where there is no need to detect objects placed on the workspace using the integrated sensors. For example, in the case in question, it is possible to refer to this first version to demonstrate the potential of the BLE connection between two boards placed on two arms of the dVRK. Furthermore, during the validation phase of the device on dVRK instrumentation, it was found that the friction between the surface of the instrument and the inside of the device prevents any movement of the support; therefore, the stability of the electronic component is guaranteed.



The second assembled version of the prototype, unlike the first, allows the board to be kept parallel to the work surface. The main limitation of this configuration is the larger footprint, as shown in Figure 6, which could constitute an obstacle for the other tools of the robotic system during the execution of the tasks. Furthermore, it may seem less stable than the first configuration, but it has been tested that using magnets, the sensing device remains perfectly in position during the entire procedure carried out with the dVRK system.





2.3. Experimental Evaluations


This section presents the experiments conducted to verify the possibility of introducing a proximity and color sensor on the EndoWrist instrument.



2.3.1. Proximity Detection and Experiments with Organs


Proximity calibration was performed using the embedded APDS9960 unit of the Arduino Nano 33 BLE Sense. The path of the IR receive signal begins with the IR detection using four photodiodes, and ends with an 8-bit proximity result (256 values) in the PDATA register. So, we focused on proximity readings, which were based on sensing a tissue on photodiodes, and were then converted to millimeters within the sensor for our use. The board has been programmed to print out simple proximity detections and control the RGB LED accordingly, and to change the colors of the RGB LED according to the proximity of a tissue to the sensor. To take advantage of the functions of the APDS9960 detection unit, the <Arduino_APDS9960.h> library was used. In particular, the LED lights up green if the object is far from the sensor (proximity value >150), blue in the case of intermediate distance (60 < proximity value < 150), and red if the object is very close to the sensor (proximity value < 60). The threshold values shown in parentheses have been implemented in the code. The first test performed concerns the evaluation of the proximity between the tissues and the sensor. This allows the surgeon to work in a safer environment with the sensorization of the instrument, which gives a sound or visual feedback based on the distance of the instrument to the tissue. This aspect is very important during abdominal surgery procedures, where the various organs are very close to each other. Before getting to the heart of the testing phase, a connection was created between the Arduino Nano 33 BLE Sense board and the Matlab software through a serial communication protocol to manage the data collected by the proximity sensor directly in the Matlab environment. Subsequently, we moved on to the real-time display of the proximity values read by the sensor, which allowed for an instant evaluation of the trend of the data collected in relation to the distance in centimeters. Proximity data acquisition was performed with the MELFA RV3-SB industrial robot. For the execution of the tests, a support for the Arduino board to be fixed to the end effector of the robot was designed and built using a 3D printer. The support was fixed to the robot using two M5 screws, as shown in Figure 7.



The robot was programmed to perform movements along the z axis, allowing the sensor to move away from and approach the tissue sample. Once we acquired the initial position (minimum distance from the tissue) desired, we decided to make the robotic arm move by 13 cm by making vertical movements of 0.5 mm intervals. All the positions necessary for the desired movement were implemented manually using the robot programming language with a structure that is very simple and intuitive; for example, the command MOV was used to manage the movement of the robot from one position to the next. Slices of tissues with a thickness of about six millimeters were obtained from the organ. Obviously, since these are soft and/or spongy organs, it is not possible to consider a precise and absolute measure of thickness, as the tissue surfaces have protuberances and depressions. This condition was considered relevant for an optimal and faithful representation of the operational reality; therefore, no corrections were made. These slices of tissue were placed on a rigid plate on the workstation below the sensor. As shown in Figure 8, a safety space was left between the sensor and the surface of the tissues to ensure the cleanliness and integrity of the detector. During the testing phase, the same environmental lighting conditions were always maintained. Furthermore, the tests on the samples were carried out on the same day that the tissues were taken from the slaughterhouse; in this way, the freshness of the sample was guaranteed to preserve its color and consistency, to better respect the conditions in vivo.




2.3.2. Classification of Tissues by Color


This subsection presents the implementation of a TensorFlow model to classify tissues, based on color detection. The main objective is to be able to distinguish normal tissue from one with characteristics that are not typical of physiological tissue, evaluating the color differences that characterize the two types of tissue. For example, it is possible to define the area of the tissue affected by cancerous manifestations that lead to an alteration of the color, compared to that of normal tissue.



To demonstrate this concept, we limited ourselves to verifying that it is possible, based on color, to distinguish two different tissues, i.e., liver and stomach. In particular, the procedure for the identification and classification of tissues was based on the use of the TensorFlow Lite Micro library and the Arduino Nano 33 BLE Sense colorimetric sensor. To do this, a simple neural network was implemented on the board, combining machine learning with integrated systems to develop an intelligent device. For the first phase of collecting the color data from the two portions of tissues, the Arduino Nano 33 BLE Sense board was first programmed. The colorimetric sensor was integrated inside the APDS9960 unit. This allowed the detection of the intensity of the red, green, and blue colors of each tissue subjected to the sensor. For correct data acquisition, it is advisable to move the sensor around the surface of the tissue to capture the variations of color, as shown in Figure 9. RGB color values were captured as comma separated data grouped in CSV format. This procedure was repeated for both organs, which we were decided to classify by capturing the color data.



Following the data acquisition phase, the model training phase was implemented. The model training phase represents the process by which a model learns to produce the correct output for a given set of inputs. This phase involved feeding training data through the model, making small changes until the most accurate predictions were possible. A model was a network of simulated neurons represented by arrays of numbers arranged in various layers. As data are fed into the network, it is transformed by successive mathematical operations involving weights and distortions at each level. The output of the model was the result of executing the input through these operations. Training stopped when the model’s performance stopped improving. For the training phase of the machine learning model, reference was made to the Google Colaboratory, an interactive environment that provides a notepad that allows the writing and execution of code in Python, using the data collected in the previous phase. Before TensorFlow Lite ran the model that was trained, it needed to be converted to the TensorFlow Lite format, and then a model.h file would be generated to be downloaded and included in the final Arduino code, to classify fabrics based on color. Finally, after loading this code on the Arduino board, it was possible, by approaching the RGB sensor close to the object to be classified with which the model was trained, to view the percentage relating to the two classes implemented in the model.




2.3.3. Validation by dVRK


The proposed prototype has been tested on the dVRK system. The experimental protocol followed for the tasks performed with the aid of the dVRK system, and the various phases, tools, and objects used are presented below. As shown in Figure 10, an MTM from the dVRK console was used to teleoperate the instrument mounted on the PSM. The activities were carried out by three users with the support of the visual feedback of the dVRK endoscope, designed with two separate optical channels capable of recreating the most important aspect of stereopsis: binocular disparity. Inside the viewer, therefore, users followed the operations thanks to the stereoscopic vision that provided three-dimensional images of the work area [16].



The Arduino board with the integrated proximity sensor was positioned, using the support made by a 3D printer, on the EndoWrist instrument two centimeters from the tip of the tool, as shown in Figure 11. The positioning of the board at this distance from the tip of the instrument was in line with the results obtained during the sensor calibration phase; from the characterization curve, it is possible to see that the operating area of the liver sensor occurred after two centimeters, a distance at which the sensor returned the first non-null value.



Users were asked to perform a simple transfer task; a suitably sized ball was picked up from the worktable with the ProGaspr tool supplied with the dVRK, and it was brought within eight centimeters of the liver simulation object. The sequence of images below shows the steps just mentioned in performing the task (Figure 12). Finally, the user placed the ball on the object by approaching it slowly (Figure 13). During the execution of the operations, the user was able to estimate the distance of the instrument from the object based on what could be perceived by the viewer. During the entire execution phase of the task, the proximity values read by the sensor were recorded and compared with the values visually estimated by the users.






3. Results


The results related to the proximity measurements on the various tissue samples, obtained by experimental steps described in the previous section, are shown in this section. Due to the lack of synchronization between the start signal of the robotic arm and the Arduino board containing the proximity sensor, it was necessary to proceed with a manual evaluation of the first useful point at which the sensor returns a non-zero proximity value. To do this, the tissue sample was positioned on the plate as shown in section III, and the robotic arm was moved manually to detect the first significant data by acting on the coordinates of the individual joints. As shown in Figure 14, the sensor returned a series of null proximity values when it was too close to the sample. Starting from the fixed initial position P1 (position of the robotic arm closest to the sample), the sensor, positioned at the end-effector of the robot, was slowly moved away from the tissue sample by taking steps equal to 0.5 mm. In this way, it was possible to evaluate and display on the real-time graph relating to the sensor the first non-zero proximity value detected, and the corresponding distance of the sensor from the sample. The real distance was known to the user who programmed the robotic arm. By repeating this experiment for all three types of tissues, it was possible to precisely define the first useful proximity value for each sample. Regarding the liver, the first useful proximity value was detected at two centimeters from the sample, while for the stomach and intestine, the first non-zero proximity value was shown at 3.5 cm.



The characteristic curves for each tissue are shown in Figure 14. In this way, it was possible to relate the real distance due to the movement of the robotic arm with the proximity values derived from the sensor. As previously mentioned, the proximity measurement by the sensor took place thanks to the detection of the IR energy reflected by the tissue on the photodiode. Consequently, since this measurement was influenced by the reflectivity of the sample surface, it was reasonable to think that tissues of different colors could give a different characterization curve. This concept is clearly shown in Figure 14d, where the stomach and intestines with a very similar color returned the first non-zero value at the same distance. The liver characterization curve, on the other hand, had a different trend than that of the stomach and gut. It should be mentioned that for all three types of tissues, it was possible to note that as the robotic arm moved away from the sample, the readings of the proximity sensor were accompanied by a part of noise.



To ensure the repeatability of the experiment, four different tests were carried out for each of the three tissues examined. For each organ, as shown in Figure 15, Figure 16 and Figure 17, the sensor characterization curves were practically the same for the four tests. This allows us to conclude that it is possible to extend this argument to any tissue sample, and therefore, to be able to consider the curves obtained as being representative for the tissue to which they refer in relation to the sensor used.



During the following analysis, the stomach curve was taken as a reference, but similar results can also be easily extended to the other two tissues. By analyzing the curve, an initial flat area that describes the locations where the sample was too close to the sensor, and therefore, was unable to return proximity values, was pointed out. Continuously, a linear area was highlighted by the green rectangle in Figure 18.



This linear part just mentioned was well approximated by a first-degree polynomial, as demonstrated with the help of MATLAB’s Curve Fitting Toolbox (Figure 19). The linear polynomial model that best approximates this data distribution was from the equation:


  f ( x ) = p 1 × x + p 2  



(1)




where x was normalized by mean 7.667 and std 4.378. The coefficients p1 = 16.88, and p2 = 27.9 were estimated by the model with 95% confidence bounds.



In the same way, it was possible to highlight and analyze the next portion of the curve about the stomach, shown by the yellow rectangle in Figure 18. In the second case, it was possible to make an approximation described by a third-degree polynomial in the form:


  f ( x ) = p 1 × x 3 + p 2 × x 2 + p 3 × x + p 4  



(2)




where x was normalized by mean 25.17 and std 14.48. The coefficients p1 = 1.116, p2 = −3.359, p3 = 6.919 and p4 = 82.15 were estimated by the model with 95% confidence bounds (Figure 20).



For both portions of the graph highlighted, the goodness of the fitting was evaluated with appropriate parameters, such as R-squared, to understand how strong the predictive power of a linear regression model is. These measurements evaluate how much difference there is between the observed values in the sample and the values that the model has estimated. The case examined shows small discrepancies between the expected and observed values, and this indicates that the model fits well with the data. In fact, the value of R-squared, respectively, for the first and second case examined, was equal to   R 1   = 0.994 and   R 2   = 0.997.




4. Discussion


This work aims to design and develop a sensing device that can be integrated with the EndoWrist instrument of surgical robots, in order to provide the surgeon with colorimetric feedback and information on the distance between the tip of the instrument and the organs. This is the first version of our device of sensing, and hence, the aspects are still preliminary. Despite this, the results obtained allow us to conclude that it is possible to use color to distinguish two different types of tissue with the final goal of making tumor diagnoses of tissue portions hidden from the human eyes. At the same time, through proximity feedback, the surgeon can work in conditions of greater control and safety. Furthermore, thanks to the integration of BLE communication, a connection between the various robotic arms is possible for the exchange of information during surgical procedures. These capabilities will facilitate the opening to the world of IoT applied to the world of surgical robotics, and will enable the development of AI algorithms for automatic or semi-automatic procedures in the future.
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Figure 1. The developed sensing device mounted on the PSM of the dVRK system. 
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Figure 2. The CAD design of the first version of the mechanical support. (a) The housing for the electronic board. (b) The connection part for the positioning of the device along the EndoWrist tools. 
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Figure 3. The CAD design of the second version of the mechanical support. (a) The housing for the electronic board. (b) The connection part for the positioning of the device along the EndoWrist tools. 
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Figure 4. BLE communication between two Arduino Nano 33 BLE Sense units. 
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Figure 5. Complete prototype of the first version of the detection device connected to the EndoWrist tool of dVRK system. 
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Figure 6. Complete prototype of the second version of the detection device connected to the EndoWrist tool of dVRK system. 






Figure 6. Complete prototype of the second version of the detection device connected to the EndoWrist tool of dVRK system.



[image: Applsci 12 08083 g006]







[image: Applsci 12 08083 g007 550] 





Figure 7. (a) Support for the Arduino board fixed to the end effector of the MELFA RV3-SB industrial robot by means of two M5 screws. (b) View of the support with an integrated board made with a 3D printer. 
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Figure 8. Tissue samples from the pig, placed on the plate below the sensor for the testing phase with the robot MELFA RV3-SB. (a) Liver. (b) Gut. (c) Stomach. 
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Figure 9. Frames concerning the acquisition of color data from the stomach and liver to detect the intensity of the red, green, and blue colors of each tissue subjected to the sensor. 
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Figure 10. Functionality demonstration. MTM from the dVRK console was used to teleoperate the instrument mounted on the PSM. 
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Figure 11. Positioning of the sensing device prototype on the PSM tool of the dVRK system. 
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Figure 12. Three frames concerning the phases of the performed transfer task, taking the ball from the workspace and positioning it about 8 cm from the tissue. 
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Figure 13. Positioning of the ball on the object placed on the work surface. 
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Figure 14. Characteristic curves relating to the proximity of the three tissues analyzed. (a) Stomach. (b) Gut. (c) Liver. (d) Superposition of the curves of the intestine and stomach. 
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Figure 15. The proximity values recorded for the liver during the movement of the robot in four tests. 
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Figure 16. The proximity values recorded for the stomach during the movement of the robot in four tests. 
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Figure 17. The proximity values recorded for the gut during the movement of the robot in four tests. 
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Figure 18. Characteristic curve relative to the stomach, with highlighted areas. 
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Figure 19. Fitting of the values of the portion of the graph highlighted by the green rectangle with the polynomial model. 
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Figure 20. Fitting of the values of the portion of the graph highlighted by the yellow rectangle with the polynomial model. 






Figure 20. Fitting of the values of the portion of the graph highlighted by the yellow rectangle with the polynomial model.



[image: Applsci 12 08083 g020]













	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg





media/file4.png





media/file30.png
Sensordistance [mm)|

100

90

70

&

&

20

TEST1
TESTZ

20

Robot distance [mm]





media/file39.jpg
®

¥ 8 e

]
2o





media/file18.png





media/file35.jpg
100

[ww] @>ueysip sosuas

120

100

80

60

40

20

Robot distance [mm]





media/file21.jpg





media/file26.png





media/file27.jpg
(b)

100

Robot distance [mm]

L
I

(d)

[ww] asueysip Josuas

8 8 8 8§ & °

g 8 8 § R
[wuw] aauejsip Josuas

o

100

Robot distance [mm]

Z

g 8 8 § R °
[ww) asueysip Josuas

g 8 8 § R
(wuw) 2oueysip Josuas

o

100

Robot distance [mm]

100

Robot distance [mm]






media/file3.jpg





media/file22.png





media/file19.jpg





media/file7.jpg
Service
(proximityService)

« 3 -
(proximity_type)
Nano33 BLE Sense Nano33 BLE Sense
(Central) (Peripheral)






media/file28.png
Sensor distance [mm]

Sensor distance [mm)

80

20t

50 100
Robot distance [mm]
[ Liver]
(c)
50 100

Robot distance [mm]

Sensor distance [mm]

Sensor distance [mm)]

80}

50 100
Robot distance [mm]

50 100
Robot distance [mm]





media/file10.png





media/file40.png
stormach2 v y
Fit1

—

90

85
0
5
0

ZUIBLLIO)S

45

25

20

15

10





media/file33.jpg
Sensor distance [mm]

100

70

&

20

10

TESTY
TEST2

TEST3
TESTS

20

40

60 80
Robot distance [mm]

100

120






media/file32.png
Sensordistance [mm]

80

70

&

&

TEST1 TEST3
TEST2 TEST4
20

Robot distance [mm]






media/file14.png





media/file11.jpg





media/file6.png





media/file36.png
Sensor distance [mm]

100

90

80

70

60

50

40

30

20

40 60 80

Robot distance [mm)]

100

120






media/file15.jpg





media/file37.jpg





nav.xhtml


  applsci-12-08083


  
    		
      applsci-12-08083
    


  




  





media/file16.png





media/file2.png





media/file20.png





media/file23.jpg





media/file5.jpg





media/file24.png





media/file29.jpg
Sensor distance [mm]

100

80

70

3

&

20

10

TEST1
TEST2

TEST3.
TESTE

20

40

60 80
Robot distance [mm]

100

120






media/file1.jpg





media/file31.jpg
Sensordistance [mm]

100

20

10

TEST TEST3
TEST2 TESTS
20 40 60 80 100 120

Robot distance [mm]






media/file25.jpg





media/file12.png





media/file9.jpg





media/file0.png





media/file38.png
_ I _ , _
8 ®8 & 8 & ¢ °

I E

f—






media/file8.png
Nano33 BLE Sense

(Central)

Service

(proximityService)

Characteristic

(proximity_type)

Nano33 BLE Sense
(Peripheral)






media/file34.png
Sensordistance [mm]

2

&

TEST1

TEST2
TEST2 TEST4
20

Robot distance [mm]






media/file17.jpg





