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Abstract

:

The huge traffic demand envisioned in 5G requires radical changes in mobile network architecture. A Centralized Radio Access Network (C-RAN) was introduced as a novel mobile network architecture, designed to effectively support the challenging requirements of future 5G networks. Coordinated Multi-point (CoMP) is one of the technologies aiming to increase user traffic by transforming inter-cell interference into useful signals to maximize cell-edge users throughput. Intra-CoMP means that cooperating RRHs are assigned to the same Base Band Unit (BBU). On the other hand, in inter-CoMP, the cooperating RRHs are assigned to different BBUs, which introduce overhead signalling over an X2 interface. This paper proposes a model for BBU placement in C-RAN deployment over a 5G optical aggregation network. The model aims to minimize the number of users undergoing inter-CoMP, therefore reducing X2 signalling overhead. First, we solve the BBU placement problem using Integer Linear Programming (ILP), which minimizes the number of BBUs and the number of used links. Second, given the output of the ILP model (i.e., BBU locations and routes), we propose a heuristic algorithm to reconfigure the BBUs (i.e., the assignment of the RRHs to their corresponding BBUs), which aims at minimizing the number of users undergoing inter-CoMP. The proposed heuristic algorithm considers minimizing end-to-end delay, the number of used wavelengths, and maximizing multiplexing gain. The results show that up to 97% of inter-CoMP users migrated to intra-CoMP users. This results in a decrease in the X2 traffic, which is mainly used for the coordination between the BBUs.
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1. Introduction


A significant amount of research for determining specifications and architectures of a next-generation 5G mobile network has already been prompted by the exponential growth of wireless traffic. Fifth-generation mobile networks (5G) are expected to provide higher bandwidths, higher data rates with high level of security, and lower latency [1,2]. Fifth-generation networks provide various types of communication methods, such as machine-to-machine (M2M), human-to-machine (H2M), device to-device (D2D), and Internet of Things (IoT) [3,4]. In addition, recent research includes device-to-device (DoD) communication in 5G networks to maximize throughputs [5]. One proposed network architecture that promises to meet the 5G requirements is the Centralized Radio Access Network (C-RAN). Unlike Distributed RAN (D-RAN) architecture, where the processing units are placed together with the RF antennas in cell sites, in C-RAN, multiple baseband processing units (BBUs) are placed in a central location called BBU pool [6].



Several Remote Radio Heads (RRH) are linked to the BBU pool via an optical transmission network that supports the ’front-haul’ deployed according to a given radio planning strategy [6,7]. The BBU pool is connected to the core network through ’back-haul’ links.



C-RAN promises to allow for a substantial multiplexing gain in terms of hardware and processing power of the BBUs. Several studies have been conducted to examine the cost savings achieved by C-RANs from the point of view of Capital Expenditure (CapEx), Operating Expenditure (OpEx), and Total Cost of Ownership (TCO). Compared to D-RAN, C-RAN reduce the TCO up to 68% [8].



Despite the advantages offered by C-RAN, the front-haul network must have a very high bandwidth and very low latency, resulting in high transport-network costs. Optical aggregation networks based on wavelength division multiplexing (WDM) are considered to be the suitable candidate solution for meeting the requirements of the front-haul [9,10].



C-RAN represents a convenient environment for applying advanced radio coordination techniques such as Coordinated Multi-Point (CoMP) Transmission/Reception, as D-RAN does not satisfy the tight latency constraint of the CoMP techniques (1 msec) [11]. CoMP is suggested as a promising mobile communication technology released in LTE-Advanced Rel-11 to enhance cell-edge user throughput by transforming inter-cell interference into useful signals. It falls into two main categories: Joint Processing (JP) and Coordinated Scheduling or Beamforming (CS/CB). Firstly, JP occurs when coordination exists between multiple base stations that transmit/receive simultaneously to/from the UEs using the same frequency and time resources at the cell edge. Second, CS/CB is a form of coordination where the adjacent cell sites cooperate by allocating different frequencies and beams at the cell edge [12].



From the point of view of the BBU pools, CoMP services can be classified into two types: (i) inter-BBU CoMP and (ii) intra-BBU CoMP. First, in inter-BBU CoMP, each cooperative RRH is linked to a different BBU, which means that the signaling data will be exchanged between the different BBUs over an X2 interface. This imposes a large back-haul bandwidth requirement. Second, in intra-BBU CoMP, Cooperative RRHs are connected to a single BBU. This eliminates signaling data exchanges, which result in saving bandwidth and reducing latency.



In this paper, we discuss the BBU placement problem for C-RAN deployment over 5G optical aggregation networks, taking into consideration a reduction in the number of RRHs undergoing inter-CoMP. The main contribution of this paper is the decrease in the number of inter-CoMP users, which will save the X2 interface signalling overhead as well as provide improved coordination between RRHs engaged in CoMP Moreover, we aim to reduce the number of BBU pools and the number of wavelengths used. This is performed by implementing two steps:



First, we formulate an ILP optimization problem for BBU placement for C-RAN over a 5G optical aggregation network. We consider a multi-objective optimization problem, which minimizes (i) the number of BBU pools and (ii) the number of wavelengths used. The ILP results in the optimum location of the BBU pools’ traffic routing. In addition, it pairs each RRH with a corresponding BBU pool.



Second, after knowing the ILP outputs (i.e., BBU pool locations, traffic routing and RRHs/BBU pools pairing), we propose a heuristic algorithm to reduce the number of users undergoing inter-CoMP services. This is performed as follows: For the RRHs engaged in inter-CoMP service, we reconfigure their serving BBU pools and reroute them to different BBU pools such that the new serving BBU pool enables the RRH to be engaged in intra-CoMP services. The heuristic algorithm changes the serving BBU of the RRH dynamically to decrease the number of inter-CoMPs. The new serving BBU pool is chosen based on three criteria: (i) BBU computational capacity; (ii) the number of newly activated links; (iii) path delay. Decreasing the number of inter-CoMP users will save the X2 interface signalling overhead as well as provide better coordination between RRHs engaged in CoMP. The algorithm performance is a measure in terms of the number of users transferred from inter-CoMP to intra-CoMP, as well as the number of activated BBU pools and the number of used wavelengths. The results show that at low latency (50 μsec), up to 97% of inter-CoMP users migrated to be intra-CoMP users. On the other hand, at higher latencies (80 μsec), up to 78% of inter-CoMP users migrated to be intra-CoMP users. On the other hand, optical link utilization increases up to 94% compared to the optimum solution.



The research is divided into six sections. Related studies are discussed in Section 2. The proposed ILP BBU placement problem is discussed in Section 3. The proposed heuristic placement algorithm for CoMP is tackled in Section 4. The results are shown in Section 5. A conclusion of the work is provided in Section 6.




2. Related Work


C-RAN has been studied intensely in the literature. The concept of C-RAN has attracted the attention of many researchers. For example, the authors of [13] provided a comprehensive survey on the recent research direction of C-RAN. In [14], the authors propose a model to optimize the energy consumption of Heterogenous C-RAN (H-CRAN). The model considers the energy consumption of radio access points (RAPs), fronthaul, and the BBU pool. In [15], the authors propose a novel resource allocation model that optimizes the energy consumption of a C-RAN. The resource allocation problem is split into two subproblems—namely, the Bandwidth Power Allocation (BPA) and the BBU Energy-Aware Resource Allocation (EARA). In [8], the authors propose an analytical model to evaluate the multiplexing gain obtained from deploying C-RAN compared to the Distributed RAN (D-RAN).



In C-RAN, the front-haul network restricted requirements in terms of end-to-end delay and data rate [16], which led to the introduction of optical aggregation networks based on wavelength division multiplexing (WDM) as an efficient solution to fulfill the aforementioned requirements. In this context, several studies have discussed the BBU placement problem using both ILP model. In [17], the authors introduce a BBU placement optimization problem over WDM aggregation networks using ILP to minimize the deployment cost. The model is not limited for BBU placement but also the electronic switches placement. The authors compare between the impact of two different fronthaul transport options, Optical Transport Network (OTN) and Overlay, on BBU centralization. The authors in [18] propose a cost-efficient placement model for RRHs, BBUs and optical fiber in 5G Radio-Optical communication Networks (5G-RONs). The problem is formulated using ILP. The authors aim to solve the problem taking into consideration achieving certain level of population coverage. The authors discus the difficulty of practical solving ILP models in 5G-RONs scenarios. Similarly, authors in [19] propose a model for BBU placement that optimizes the total cost of ownership (TCO) using ILP under different delay thresholds. They considered the Time and Wavelength Division Multiplexing Passive Optical Network (TWDM-PON) as a fronthaul with different splitting ratios. In [20], the authors propose TWDM-PON architecture to support both the fronthaul network of the Cloud-Fog Radio Access Network (CF-RAN) and the interconnection of cell-sites to the fog nodes. The authors propose an ILP model that decides the number of fog nodes necessary for accommodating all traffic demands and where to process them considering TWDM-PON’s capacity and the best overall network energy performance.



The BBU placement problem is investigated using different heuristic algorithms to solve the problem for large network scenarios. In [21], the authors propose a BBU placement model considering different functional split options. The authors aimed to reduce the fronthaul latency and minimized cost reductions. They formulated an ILP optimization problem and then developed a heuristic algorithm proposed to solve the proposed model for large network scenarios. In [22], the authors present a model to optimize the storage allocation problem and content placement problem jointly in a hierarchical cache-enabled C-RAN architecture for IoT sensing services. They formulate the joint problem as an integer linear programming (ILP) model with the objective to minimize the total network’s traffic cost. Then, two heuristic algorithms were proposed in order to reduce the computational complexity of ILP. In [23], the authors tackle the BBU placement problem while considering network survivability. The authors propose an ILP optimization problem to determine the primary and secondary locations of the BBU pools, as well as the primary and secondary paths between the RRH and BBU pool. Similar studies were conducted in [24] while using heuristic algorithms. The authors in [25] proposed an efficient dynamic-resource infrastructure management algorithm based on a combination of Markov-Process and Time Division Multiple Access (TDMA) protocols in Software-Based Networks. In [26], the authors co-located the BBU pool with an edge cloud at the so-called BBU node. They proposed a heuristic algorithm to allocate the users’ tasks to the BBU nodes and to route the traffic from the RRH to that node. Then, they solved the problem by taking into consideration survivability concerns. They use both primary and backup BBU nodes to issue the request such that the primary path and backup path are disjointly linked.



Recently, machine learning has gained increasing attention in optimizing 5G networks. The authors in [27] used Deep Reinforcement Learning (DRL) algorithms to solve Base Band Function (BBF) placements and routing in C-RAN and Next Generation RAN (NG-RAN). The authors show that DRL enables the network operator to solve the problem dynamically according to the traffic demand. In [28], the authors developed a model to allocate the RRH to a certain BBU pool in the C-RAN. The model is based on a deep neural network algorithm that can accurately predict future reconfigurable optical add-drop multiplexer (ROADM) network resource requirements.



Several studies have been conducted in the literature investigating the CoMP performance in different mobile technologies (e.g., 4G and 5G). CoMP in 4G LTE networks has been widely investigated; in [29], the authors show that CoMP leads to network throughput and capacity expansions in LTE-A. They show the enhancement in terms of spectral efficiency through cooperative coordination strategies. In [30], the authors propose a CoMP model that demonstrates the performance of an LTE-A network at the cell edge for high capacities in order to improve the throughput and spectral efficiency. In [31], the authors designed an adaptive online learning approach and smart access for CoMP with carrier aggregation in order to improve network performance. In [32], the authors propose different scenarios of the CoMP model dealing with backhaul traffic in order to improve network throughputs in LTE-A network. In [33], the authors propose an algorithm to coordinate the clusters of the cells as well as a Radio Coordination Controller (RCC) placement optimization problem. This results in an overall improvement in CoMP performance.



More studies related to our research on CoMP in 5G networks are intensely discussed. In [34], the study discusses the enhancement of user throughput in C-RAN by distributing the available resources of cooperative cells among CoMP and non-CoMP users. In [35], the authors propose a novel JT-CoMP scheme with a path loss model to minimize the network’s back-haul traffic. The authors in [36,37] integrate CoMP with NOMA in order to improve the cell edge users’ performance. In [38], the authors study CoMP joint transmission clustering problems by taking into consideration the caches at base stations and mmWave mesh backhaul. The authors propose a heuristic algorithm to minimize the backhaul traffic while achieving the date rate requirement of each user. In [39], the authors study the effect of CoMP transmission on Ultra-dense networks (UDNs) complexity and transmission delay with collaboration among Mobile Edge Computing (MEC) servers. In [40], the authors propose a C-RAN system model with dynamic clustering approaches in order to reduce the inter-cluster interference. In [41], the authors investigate a joint beamforming coordination and user-selection problem on CoMP-based New Radio-Unlicensed (NR-U) networks. The authors propose an optimum solution and suboptimum solution in order to solve Mixed-Integer Non-Linear Programming (MINLP) problems. In [42], the authors propose deep learning algorithms in order to improve the performance of Downlink-coordinated Multipoint (DL-CoMP) in heterogenous 5G New Radio (NR) networks. In [43], the authors propose User-Centric Clustering algorithms in order to select UEs that will operate JT-CoMP. the results show the enhancement overall system throughput as well as edge users throughput. In [44], the authors propose an ILP to coordinate the clusters of the cells as well as a Radio Coordination Controller (RCC) placement optimization problem in order to maximize the overall network’s throughput. In [45], the authors discussed the cell edge users’ throughput considering CoMP while minimizing the data exchange (X2 interface) between BBU pools by configuring the front-haul network. The authors proposed two heuristic algorithm graph-based lightpath reconfigurations (MCG-LR) and a BBU weight-based lightpath reconfiguration (BW-LR). The results show the improvement of the elastic radio resources. However, the authors did not take into consideration the BBU placement problem and delay requirements.



Finally, to the best of our knowledge, this is the first study to solve the BBU placement problem by taking into consideration the minimization of the number of inter-CoMP users.




3. Problem Formulation


The problem of BBU pool placement is described as follows [23]:



Given: Network topology, number of wavelengths per connection, maximum allowable front-haul latency, and computational effort required by a pool serving given the number of cell sites;



Output: Placement of BBUs so that BBU pools are connected to several RRHs;



Objective: Minimizing the following:




	
The number of BBU pools;



	
The number of fiber connections used.








3.1. Input Sets and Parameters


The input sets and parameters of the BBU placement problem are described as follows in Table 1;




3.2. Decision Variables


The decision variables of the BBU placement problem are described as follows in Table 2;



Figure 1 shows the difference between the physical link and the virtual link. In this example, the virtual link, A-G, is routed over physical links A-B, B-C, and C-G. Therefore,   Y  A B   A G   ,   Y  B C   A G   , and   Y  C G   A G    equal one, while   Y  i j   A G    for   i j ≠ A B , B C , C G   equal zero.




3.3. Objective Function


The multi-objective function is formulated in Equation (1), consisting of two terms. The first term minimizes the number of BBU pools, while the second minimizes the number of used wavelengths in the transport network:


  m i n  β  ∑ i   K i  + γ  ∑  i j    ∑  m n    Y  i j   m n     



(1)




where,  β  and  γ  ∈ [0.1] can be tuned to select the primary and secondary objectives of the optimization function.




3.4. Constraints


The constraints are discussed as follows;


   ∑ i   X  i , m   = 1  ∀ m  



(2)






   ∑ q   b  i , q   = 1  ∀ i  



(3)






   ∑ q  q  b  i , q   =  ∑ m   X  i , m    ∀ i  



(4)






   ∑ j    Y  i j   m n   −  Y  j i   m n    =       X  n , i   ,     if   i = m ,  m ≠ n  ·       −  X  i , m   ,     if   i = n ,  m ≠ n  ·       0 ,     otherwise ·       ∀ m n , ∀ i  



(5)







Equation (2) ensures that exactly one BBU pool is associated with every RRH. Equation (3) and Equation (4) ensure that the number of RRHs served by Pool i equals the sum of RRHs assigned to that pool i. Equation (5) ensures that physical links are mapped to all virtual links connecting the RRHs to the BBU pool.


   X  i , m   ≤ 1  ∀ i , ∀ m  



(6)






   K i  ≥    ∑ m   X  i , m    M  ,  ∀ m  



(7)






   ∑ q    b  i , q    C q   ≤ C  ∀ i  



(8)






   ∑  m n    Y  i j   m n   ≤ W  ∀ i j  



(9)






   ∑  i j     Y  i j   m n    d  i j    ≤ D  ∀ m n  



(10)







Equation (6) ensures that the BBU pool for the same RRH is at different nodes. Equation (7) identifies the node as a BBU pool if it hosts one RRH. Equation (8) ensures that computation processing required by the base station hosted in a BBU pool does not exceed the computational capacity of this BBU pool. Equations (9) and (10) guarantee the link capacity and the delay requirements are met, respectively.



The model in [46] is used to determine the computational effort needed by each cell site. This is expressed in Giga Operations Per Second (GOPS). First, we choose a statistical distribution (namely normal or uniform) to model the spatial distribution of mobile users in a given serving area. Then, we allocate the users to their serving cell sites according to a realistic user-cell site-association strategy. After that, we apply a scheduling algorithm to distribute physical resource blocks of the eNB among its attached users. Then, we calculate the computational effort per user after knowing his channel condition, used resources, modulation, code rate, and MIMO mode.





4. CoMP Aware BBU Placement Algorithm


As stated earlier, the contribution of this paper is divided into two parts. First, we optimize the placement of the BBU pool. Second, we reconfigure the CoMP inter BBU into CoMP intra-BBU. Thus, we construct a heuristic algorithm for the reconfiguration phase. This is illustrated in Figure 2. The heuristic algorithm has following steps:




	
Based on the optimization problem explained in Section 3, we use outputted BBUs locations and the routing as the initial solution.



	
We distribute the users uniformly on the given area.



	
We classify the users to CoMP users and non-CoMP users based on their location with respect to the cell’s center. Given that the cell’s radius equals 500 m if the distance between the user and the cell center is less than 80 % from cell radius, the user is considered as a non-CoMP user. Otherwise, the user is considered as a CoMP user (i.e., the user is near the cell edge).



	
We find the cell edge with the highest number of CoMP users; then, we change the serving BBU according to the algorithm explained below.










[image: Applsci 12 08586 g002 550] 





Figure 2. CoMP-aware BBU placement algorithm. 






Figure 2. CoMP-aware BBU placement algorithm.
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Assume two coordinated RRHs: RRH a and RRH b. If RRH a is served by the BBU pool a while RRH b is served by the BBU pool b. The objective is to re-allocate the two RRHs so that they are served by the same BBU to undergo intra-CoMP instead of inter-CoMP. Choosing the RRH that will change its serving BBU will be performed based on the following aspects: (i) maximizing the multiplexing gain (Case 1 and Case 2), (ii) minimizing the number of active fiber links (Case 3 and Case 4), and (iii) minimizing the end-to-end delay between the RRHs and the BBUs (Case 5 and Case 6). This is considered in the following six cases. In the following, we will use the terminology path 1 as the path between RRH a and BBU pool b. On the other hand, path 2 is the path between RRH b and BBU pool a.



	•

	
Case 1:




	•

	
As shown in Algorithm 1, if the delay of path 1 is less than the maximum allowable delay AND if the delay of path 2 is less than the maximum allowable delay, then the following is the case:



	
Condition 1: Condition of BBU Computational Capacity: choose the serving BBU (i.e., BBU pool a or BBU pool b) for the two coordinated RRHs (i.e., RRH a or RRH b) based on the BBU that accommodates more RRHs and then end the process. If two BBUs accommodate the same number of RRHs, then the following is the case:



	
Condition 2: Condition of the number of active links: choose the serving BBU (i.e., BBU pool a or BBU pool b) for the two coordinated RRHs (i.e., RRH a or RRH b) based on the path (i.e., path 1 or path 2) with the minimum number of new activated fiber links and then end the process. If the two paths have the same path delay, then the following is the case:



	
Condition 3: Condition of the link Delay: choose the serving BBU (i.e., BBU pool a or BBU pool b) for the two coordinated RRHs (i.e., RRH a or RRH b) based on the path (i.e., path 1 or path 2) with minimum path delay then end. If the two paths have the same path delay, then the reconfiguration is unavailable and the RRHs will undergo inter-CoMP.










	
If the delay of path 1 ONLY less than the maximum allowable delay, then choose BBU pool b as the serving BBU for the two coordinated RRHs (BBU pool in path 1). Then end



	
If the delay of path 2 ONLY less than the maximum allowable delay, then choose BBU pool a as the serving BBU for the two coordinated RRHs (BBU pool in path 2). Then, end the process.



	
Otherwise, the reconfiguration is unavailable and the RRHs will undergo inter-CoMP.






The pesudo-code for case 1 is shown below.



	Algorithm 1: Pseudo Code for case 1



	Input: Optimum results of BBU Placement



	Output: Reconfigurable placement RRH-BBU



	1: Initialization

 i.   UInter: Number of inter-BBU CoMP users between two given RRHs.

 ii.   Path1: Shortest path from RRH a to BBU pool b.

 iii.   Path2: Shortest path from RRH b to BBU pool a.

 iv.   BBUCapA: Number of RRHs accommodated by BBU a.

 v.   BBUCapB: Number of RRHs accommodated by BBU b.

 vi.   L1: Number of the new activated fiber links needed if we use path1.

 vii.   L2: Number of the new activated fiber links needed if we use path2.

 viii.   D: Max allowable latency.

 ix.   D1: Total latency experienced in path 1.

 xi.   D2: Total latency experienced in path 2.

2: For each RRH: find max UInter in each edge of cell, do

3:   Find BBUa and BBUb

4:    If D1 < D and D2 < D, do

5:     If BBUCapA > BBUCapB, do

6:        Finalselection1stcase = BBU pool a

7:     Else if BBUCapA < BBUCapB, do

8:        Finalselection1stcase = BBU pool b

9:     Else if L1 < L2, do

10:      Finalselection1stcase = BBU pool b

11:      Else if L1 > L2, do

12:      Finalselection1stcase = BBU pool a

13:      Else if D1 < D2, do

14:      Finalselection1stcase = BBU pool b

15:      Else

16:      Finalselection1stcase = BBU pool a

17:      End if

18:    Else if D1 < D, do

19:     Finalselection1stcase = BBU pool b

20:    Else if D2 < D, do

21:     Finalselection1stcase = BBU pool a

22:    Else

23:       No path available

24:    End if

25:  End For








All other cases are as explained in case 1 except for the order of conditions. All different cases are summarized in Table 3.



Computational Complexity


We evaluate the problem complexity for ILP optimization problem, it explained as the following steps. First, we evaluate the total number of variables for objective function, it is expressed as the following:


   N v  =  | N |   ( 1 +  S v   S p  )   



(11)







We can neglect the constant, so it becomes as following:


   N v  =  | N | ( |   S v   | · |   S p   | )   



(12)







Second, we evaluate the number of constraints, it expressed as the following:


   N  v c o n s t   =  | N |   ( 6 +  S v  )  +  S p  +  S v   



(13)







We can neglect the constant and summarize with the dominate part, so it becomes as following:


   N  v c o n s t   =  | N | · |   S v   



(14)







Therefore, the complexity order are the summation the number of variables and number of constraints.


  O ( | N | · |  S p  | · |  S v  | )  



(15)







The problem complexity for heuristic algorithm is expressed as


  O ( | N | )  



(16)









5. Case Study and Results


5.1. Simulation Settings


In this section, we consider an optical aggregation network with 16 nodes uniformly distributed over a dense sub-urban region of 5 km2, as shown in Figure 3. We used the same network topology as in [47]. We assume 500 users that are randomly distributed. The nodes considered are fiber-linked. We assume that each node represents a cell site and a possible BBU pool location. We take into account the fiber propagation delay and the node processing delay. The propagation delay per link (d) is considered to be 23.6  μ sec, while the node processing delay equals 20  μ sec. We assume that M is 1000. We consider two cases for the maximum number of wavelengths per physical links   W = 4   and   W = 6   [23]. Each RRH-BBU connection is transported over a dedicated wavelength of the so-called ’front-haul’ connection. The model in [8,46] is used to determine the the computational effort needed by each cell site. This is expressed in Giga Operations Per Second (GOPS).



We optimize the number of BBU pools as a primary objective and then the number of physical links is used as a secondary objective, where  α  is 1, and  β  is   10  − 3   . We used the MATLAB optimization Toolbox on a workstation equipped with 8 × 2 GHz processors and 32 GB RAM. The results obtained are the average of 100 different runs.




5.2. Results


Figure 4 shows the percentage of users migrated from Inter-BBU CoMP to Intra-BBU CoMP. As the maximum allowable latency increases, the percentage of users migrating from Inter-BBU CoMP to Intra-BBU CoMP decreases. This can be explained as follows: Increasing D leads to a decrease in the number of pools, decreasing the possibility for two RRHs to be served by two different BBUs. Thus, the number of Inter BBU CoMP is relatively low at high D. It is shown that at the same D, the percentages of the migrated users from inter-CoMP to intra-CoMP for the different six cases are nearly equal. This is due to the fact that each case checks the same criteria.



Figure 5 shows the number of BBU pools and the number of physical links versus different maximum allowable latency values (  D  m a x   ) at W = 4. At 25  μ sec and 35  μ sec, there is no change in the number of BBUs and the number of physical links after the reconfigurable placement algorithm. As all BBUs are located at the cell sites, the maximum delay is not sufficient to reconfigure the RRH to be served by any other BBU. At delays equal to 50  μ sec, 60  μ sec, and 70  μ sec, the number of BBUs does not change after reconfiguration, while the number of physical links increased by 41%, 35%, and 29% of the optimal solution, respectively. As the maximum allowable delay increases, the probability that the adjacent sites are served by the same BBU increases, leading to a higher number of intra-CoMP. Therefore, the number of migrated users decreases, and the number of sites that need to change their served BBU decreases. At delays equaling 80  μ sec, the number of BBUs decreased to two BBUs instead of three in the previous delays. This increases the number of intra-CoMP as the probability of sites being served by different BBUs decreased. Therefore, the physical links increased by 24%. At delays of 100  μ sec and 200  μ sec, all sites in the area are served by one BBU; thus, there is no inter-CoMP. Therefore, there is no reconfiguration and the number of physical links remains constant.



Table 4 shows the number of BBU pools and the number of physical links versus different maximum allowable latencies (  D  m a x   ) = 50, 60, 70, and 80  μ sec at   W = 4   and   W = 6   considering cases 2, 3, 4, 5, and 6.



Figure 6 shows the percentage of users migrated from Inter-BBU CoMP to Intra-BBU CoMP at W = 6. The figure shows the same performance explained in Figure 4 except for an increased number of migrated users from inter-CoMP to intra-CoMP in each case. This can be explained as follows; increasing the capacities of the links allow a change in serving BBUs for more RRHs andm hence, increases the number of migrated users.



Figure 7 shows the number of BBU pools and the number of physical links versus different maximum allowable latency values (  D  m a x   ) at W = 6. At 25  μ sec and 35  μ sec, there is no change in the number of BBUs and the number of physical links after the reconfigurable placement of the front-haul links because the maximum delay is not sufficient for re-configuring the RRH to be served by BBU.



At delays equal 50  μ sec, 60  μ sec, and 70  μ sec, the number of BBUs do not change after reconfiguration, while the number of physical links increased by 94%, 82%, and 65% of the optimal solution, respectively. This can be explained by the fact that the maximum allowable delay increases the probability that the adjacent sites are served by the same BBU increase, leading to a higher number of intra-CoMP. Therefore, the number of migrated users decreases, and the number of sites that need to change their served BBU decreases. At delays equaling 80  μ sec, the number of BBUs decreased to two BBUs instead of three in the previous delays. This led to an increase in the number of intra-CoMP as the probability of sites being served by different BBUs decreases. Therefore, physical links increased by 40%. At delays of 100  μ sec and 200  μ sec, all sites in the area are served by one BBU; as a result, there is no inter-CoMP. Therefore, there is no reconfiguration, and the number of physical links remains constant.





6. Conclusions


In this paper, we proposed a BBU placement problem by taking into consideration the minimization of the number of inter-CoMP users, the number of BBUs, and the number of used wavelengths. First, we formulated an ILP model to place the BBUs and routed the connections, where the objective function is to minimize the number of BBUs and the number of used wavelengths. We took into consideration the link’s capacity and trip delay constraints. Second, based on the output of the ILP model, we proposed a heuristic algorithm to relocate the RRHs with respect to the BBUs. The heuristic algorithm aims to reduce the number of inter-CoMP users. We used six different cases in the heuristic algorithm based on the minimum delay path, the minimum number of used fiber links, and the maximum multiplexing gain. The results showed that the maximum gain leads to the highest percentage of migrated users from inter-CoMP to intra-CoMP (97%). On the contrary, this resulted in an increased number of used wavelengths. The used wavelength increased by 94% when compared to the output ILP model. As a result, the overall X2 was minimized. Using Deep Reinforcement Learning (DRL) in the BBU placement problem while decreasing the number of inter-CoMP users can be considered as a future path in research.
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Figure 1. Routing the virtual link over physical links. 
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Figure 3. Network topology. 






Figure 3. Network topology.
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Figure 4. Percentage of transferred users from Inter-BBU CoMP to Intra-BBU CoMP (for each Cases, W = 4). 
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Figure 5. Number of BBU pools and physical links (W = 4, 1st case). 
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Figure 6. Percentage of transferred users from Inter-BBU COMP to Intra-BBU COMP (for each case, W = 6). 
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Figure 7. Number of BBU pools and physical links (W = 6, 1st case). 
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Table 1. Input sets and parameters.
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	Inputs
	Description





	N
	Set of nodes in the physical network,   i , j , m , n ∈ N  



	   S p   
	Set of physical links,   i − j ∈  S p   



	   S v   
	Set of virtual links,   m − n ∈  S v   



	   d  i j    
	The propagation delay introduced by the physical link   i − j  



	D
	The maximum allowable delay between cell site and the BBU pool



	W
	The number of wavelengths per each physical link



	   C q   
	The computational effort in GOPS needed by a pool if it serves q RRHs



	C
	The maximum computational effort in GOPS that can be accommodated by a pool
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Table 2. Decision Variables.






Table 2. Decision Variables.









	Variable
	Description





	  K i   = 1
	If node i hosts a BBU pool (binary)



	  X  i , m    = 1
	If cell site m is assigned to a BBU pool at node i (binary)



	  Y  i j   m n    = 1
	If virtual link   m − n     ∈  S v    between cell site placed at node m and BBU pool placed



	
	at node n is routed over physical link   i − j ∈  S p    (binary)



	  b  i , q    = 1
	If the BBU pool hosted by node i serves q RRHs (binary).



	
	If node i does not host a pool, then   b  i , 0    = 1 (binary).
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Table 3. Different cases for the heuristic algorithm.
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	Condition 1
	Condition 2
	Condition 3





	Case 1
	Condition of BBU

computational capacity
	Condition of the

number of active links
	Condition of the link Delay



	Case 2
	Condition of BBU

computational capacity
	Condition of the link Delay
	Condition of the

number of active links



	Case 3
	Condition of the

number of active links
	Condition of the link Delay
	Condition of BBU

computational capacity



	Case 4
	Condition of the

number of active links
	Condition of BBU

computational capacity
	Condition of the link Delay



	Case 5
	Condition of the link Delay
	Condition of BBU

computational capacity
	Condition of the

number of active links



	Case 6
	Condition of the link Delay
	Condition of the

number of active links
	Condition of BBU

computational capacity
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Table 4. Results of other cases at 50  μ sec, 60  μ sec, 70  μ sec, and 80  μ sec.
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Cases

	
50   μ  sec

	
60   μ  sec

	
70   μ  sec

	
80   μ  sec




	

	
Before

	
After

	
Before

	
After

	
Before

	
After

	
Before

	
After






	

	
BBU

	
Ph. Links

	
BBU

	
Ph. Links

	
BBU

	
Ph. Links

	
BBU

	
Ph. Links

	
BBU

	
Ph. Links

	
BBU

	
Ph. Links

	
BBU

	
Ph. Links

	
BBU

	
Ph. Links




	
2nd

	
W = 4

	
3

	
17

	
3

	
25

	
3

	
17

	
3

	
24

	
3

	
17

	
3

	
23

	
2

	
25

	
2

	
30




	
3rd

	
3

	
17

	
3

	
23

	
3

	
17

	
3

	
22

	
3

	
17

	
3

	
21

	
2

	
25

	
2

	
29




	
4th

	
3

	
17

	
3

	
24

	
3

	
17

	
3

	
23

	
3

	
17

	
3

	
21

	
2

	
25

	
2

	
30




	
5th

	
3

	
17

	
3

	
25

	
3

	
17

	
3

	
23

	
3

	
17

	
3

	
22

	
2

	
25

	
2

	
31




	
6th

	
3

	
17

	
3

	
24

	
3

	
17

	
3

	
23

	
3

	
17

	
3

	
21

	
2

	
25

	
2

	
29




	
2nd

	
W = 6

	
3

	
17

	
3

	
31

	
3

	
17

	
3

	
29

	
3

	
17

	
3

	
25

	
2

	
23

	
2

	
31




	
3rd

	
3

	
17

	
3

	
29

	
3

	
17

	
3

	
27

	
3

	
17

	
3

	
25

	
2

	
23

	
2

	
30




	
4th

	
3

	
17

	
3

	
29

	
3

	
17

	
3

	
28

	
3

	
17

	
3

	
25

	
2

	
23

	
2

	
28




	
5th

	
3

	
17

	
3

	
31

	
3

	
17

	
3

	
28

	
3

	
17

	
3

	
25

	
2

	
23

	
2

	
29




	
6th

	
3

	
17

	
3

	
28

	
3

	
17

	
3

	
26

	
3

	
17

	
3

	
24

	
2

	
23

	
2

	
30
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