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Abstract: Compared to traditional detection methods, image-based flow statistics that determine the
number of people in a space are contactless, non-perceptual, and high-speed statistical methods that
have broad application prospects and potential economic value in business, education, transportation,
and other fields. In this paper, we propose that the distributed probability-adjusted confidence
(DPAC) function can optimize the reliability of model prediction according to the actual situation.
That is, the reliability can be adjusted using the distribution characteristics of the target in the field
of view, and a target can be determined with a confidence level that is greater than 0.5 and more
accurately. DPAC can assign different target occurrence probability weights to different regions
according to target distribution. Adding the DPAC function to a YOLOv4 network model on the basis
of having the target confidence of the YOLOv4 network can reduce or improve confidence according
to the target distribution and can then output the final confidence level. Using YOLOv4 + DPAC on
the brainwash dataset can improve precision by 0.05% compared to the YOLOv4 model when the
target confidence threshold is equal to 0.5; it can improve the recall of the model by 0.12% and the
AP of the model by 0.12%. This paper also proposes that the distribution in the DPAC function be
obtained based on unsupervised learning and verifies its effectiveness.

Keywords: deep learning; you only look once (YOLO); number of people detection; distributed
probability-adjusted confidence (DPAC)

1. Introduction

Recently, the recognition and analysis of images based on computer vision technology
has attracted much attention and is being applied in various industries. The performance
improvement of various processors and the development of deep neural networks have
resulted in great progress being made in image recognition technology. Diverse sources of
information on people and location, such as passenger flow statistics at schools, stations,
piers, airports, and other public places, are needed for a number of applications. In school
contexts, for example, students’ in- and out-of-school statistics, class student attendance
statistics, and concentration statistics [1] can assist teaching management.

Sometimes, large numbers of people gather in in stations, wharves, airports, scenic
spots, and other public places, making these areas prone to traffic jams and even safety
accidents. Around the world, death and injury events often occur due to people gathering.
For example, on 29 September 2017, a stampede accident occurred at the Elphinstone
railway station in Mumbai, India, resulting in at least 22 deaths and five serious injuries [2].
In the early morning of 30 April 2021, a stampede occurred at a rally in northern Israel.
The accident has killed at least 45 people [3]. Currently, many places have not yet set
up automatic personnel counting systems, and the number of people in an area is often
counted by the security staff, so the data cannot be calculated and communicated efficiently
and cannot effectively prevent accidents in advance.
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At present, when using target detection systems to detect the number of people, real-
time speed can be reached through the improvement of hardware and algorithms, but the
detection accuracy of systems needs to continue to improve. If there is a large negative
deviation in people statistics, it will lead to low resource utilization efficiency. Conversely,
if there is a large positive deviation, it will still lead to an excessive concentration of people
and safety accidents. Higher accuracy levels result in better and more accurate auxiliary
strategies being obtained. In this paper, a people counting system based on deep learning
is implemented to detect the number of human heads so that the number of people can
be obtained in real time. In this way, the method can realize auxiliary traffic control and
reduce safety accidents caused by too many people.

Typical representatives of traditional algorithms include the Haar feature [4], the Ad-
aBoost algorithm [5], the HOG feature [6], SVM algorithms [7], and the DPM algorithm [8],
among others. Traditional target-detection methods not only require complex calculations
and have low efficiency, but they also cannot adapt well to various feature changes. In
recent years, as a research hotspot of computer vision, target detection technology has
made great breakthroughs in target detection algorithms. The limitations of target detection
methods based on traditional machine learning are becoming more and more obvious.
Therefore, as deep learning continues to develop [9], target detection algorithms based on
deep learning continue to emerge, and their detection effects are also greatly improved
compared to traditional methods.

Classical convolutional neural network models include the LeNet model proposed
by Yann Lecun et al. [10], the AlexNet model proposed by Krizhevsky et al. [11], the
GoogleLeNet model proposed by Christian Szegedy et al. [12], the VGG model proposed
by Simonyan et al. [13], and the Resnet model proposed by Kaiming He et al. [14]. SSD
was proposed by Wei Liu during ECCV 2016 [15]. R. Girshick et al. proposed a two-stage
model that included R-CNN [16], fast R-CNN [17], and faster R-CNN [18]. YOLO [19,20] is
another framework that has been proposed to solve the problem of target detection speed
after the implementation of faster R-CNN. The author of the YOLO series (v1–v3) is Joe
Redmon. YOLO does not display the process of obtaining the region proposal compared to
the “two stage” object category and object position of the R-CNN series because YOLO is
unified into a regression problem and only needs one look.

In April 2019, Alexey Bochkovskiy published a paper entitled “YOLOv4: Optimal
Speed and Accuracy of Object Detection” [21]. The paper stated that YOLOv4 enables the
use of a 1080 Ti or 2080 Ti GPU to train networks that are high-speed and that have a high
target accuracy. YOLOv4 is a major update of the YOLO series, with an AP of 43.5% on the
MS COCO dataset and a speed of 65 FPS. AP and FPS have been improved by 10% and 12%,
respectively, and these improvements have been officially recognized by Joseph Redmon.
It is considered to be one of the strongest real-time object detection models at present.

On 25 June 2019, ultralytics released the first official version of YOLOv5 [22], which
performs similarly to YOLOv4 and is also the most advanced object detection technology
today. In 2020, a transformer was applied for target detection, which improved the detection
and training speed but has the disadvantage of generally requiring a large number of data
sets to achieve training purposes.

All of the target detection methods listed above can be used to detect and to deter-
mine the statistics of a group of people. This study only detected the target category of
heads. Several specific head detection methods are introduced below. Zhang Kai Sheng
and Xie Dai Sheng use embedded Linux and OpenCV to build recognition systems for
software and hardware. This is a feature-based recognition method [23]. Zhou Zhengkuan
et al. proposed a method that could be used to recognize the number of people against a
background by using an algorithm to determine the number of people based on Bayesian
classification [24]. Xu Yisen et al. used the YOLOv3 network to detect the number of
workers present during elevator construction and solve the overload problem during el-
evator construction [25]. Wang Ya proposed a head detection algorithm that combines
a convolutional neural network and specific cyclic network called the YOLO-OFLSTM
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network [26]. De Yi optimized the YOLO algorithm to solve poor detection effect problems
under conditions of insufficient illumination in the daytime and in conditions in which
there is no light at night [27].

YOLOv4 is now one of the best representatives in the field of target detection [4]. It is
better than the previous version, but it does not consider the distribution of the targets on
the picture according to the background of the picture. Instead, it weakens the effect of the
background through mosaic and other cutting techniques. Therefore, this paper proposes
that the distribution be obtained through unsupervised learning and that the distribution
then be used to adjust the confidence to optimize the yolov4 detection model.

In practice, a confidence level greater than 0.5 is usually considered a right target [28].
For detection, a confidence level greater than 0.5 may be a false-positive (FP) target, and
a confidence less than 0.5 may be a true-positive (TP) target in some cases. In order to
give consideration to a better detection rate and higher precision, DPAC is added, and by
adjusting its parameters, the detection rate of the network can be improved with little or
no losses in precision, thus improving overall defection performance when confidence is
greater than 0.5.

Section 2 describes the study environment, experimental dataset, detection networks,
and DPAC function and obtains the distribution by unsupervised learning. The preliminary
experimental and DPAC experimental design are described in Section 3, and test results and
experimental analyses are carried out in Section 4. Finally, Section 5 contains a discussion
of the findings, and Section 6 shares the conclusions of this paper.

2. Methodology
2.1. Experimental Environment

The experimental hardware and software environment running in this paper are
shown in Table 1. The following configuration can support the development, training, and
testing carried out in this experiment.

Table 1. Experimental environment configuration.

Category Name Configure

Hardware

CPU intel(R)Xeon(R) Gold 6238R CPU 2.20 GHz (2 processors)
GPU Tesla T4 16 GB

Memory (RAM) 512 GB
Hard disk SAS

Software

Operating system Windows server 2016 Standard 64-bit
Programming language Python 3.8.6
Programming platform VCode 1.62.3

GPU driver NVIDIA CUDA 11.4.94 driver

2.2. Dataset

The brainwash image set used in the experiment includes 6251 training images in JPG
format, 695 validation images, and 482 test images, as shown in Table 2.

Table 2. Brainwash dataset used in the experiment.

Picture Category Training Images Validation Images Test Images

Number 6251 695 482

2.3. Detection Network

Compared to the faster R-CNN algorithm and SSD algorithm, the YOLO algorithm
is a pure regression network, and the process of the whole algorithm is relatively simple.
The overall detection speed of the YOLO algorithm is very fast, making it suitable for
real-time detection tasks. YOLOv4 [21] uses a number of tricks to improve the network,
and these tricks have greatly improved the detection accuracy compared to the previous
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version. The structure of YOLOv4 is shown in the Formula (1), and its network backbone
uses CSPDarknet53; its neck uses SPP and PAN; and its head uses YOLOv3 [29].

YOLOv4 = CSPDarknet53 + SPP + PAN + YOLOv3, (1)

Figure 1 shows a structural diagram of YOLOv4. The left side contains CSPDarknet53
and SPP, in which CSPDarknet53 realizes CSP in layers 5 and 6, which improves the speed.
PANet is in the middle, and the head of YOLOv3 is on the right.
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In order to reduce the requirements of the computing resources, 416 × 416 was
adopted as the input size. A feature map with a depth of 32 was obtained after one CBM
(conv + BN + mish).

There are five layers of CSP modules in CSPDarknet53. Compared to the input, the
size of the output feature map of each CSP module is halved, and the number of output
channels is doubled. A Res unit is used in each CSP module to create a deeper network
construction. The advantages of the CSP module include the CNN network having an
enhanced learning ability, the model being lighter, the accuracy of the model being retained,
reduced computational bottleneck of the whole model, and the algorithm having reduced
memory costs.

SPP (spatial pyramid) can fuse multiple dimensional features together, and it can
improve the AP with only a small additional computational cost. The input feature map
passes through three max pool cores with a stripe of 1 and with sizes of 5, 9, and 13 to
obtain the output feature map. Using padding ensures that the size of the output feature
map is consistent with the input.

PANet is an enhanced version of FPN. The FPN layer can capture strong semantic
features from top to bottom, whereas PAN conveys strong positioning features from bottom
to top and increases the representation ability of the model by fusing the two paths: bottom
to top and top to bottom. In this way, the target positioning function can be completed.

Yolov4 improves the boundary box regression loss function. CIoUloss adds an influenc-
ing factor on the basis of DIoUloss by taking into account the aspect ratio of the prediction
frame and GT frame. That is, CIoUloss takes the overlapping area of the GT frame, the
distance between the center points, and the scale information of the width to height ratio of
the boundary frame into account, more than IoULoss, GIoULoss. DIoULoss considered these
factors more comprehensively.
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2.4. Distribution Probability Adjustment Confidence

There is a predicted confidence index in the target detection results, which is the
confidence level calculated and predicted by the model. The overall precision of the target
detected on an image is high when the detection system chooses to use a high confidence
threshold, but recall will decline. However, if a smaller confidence threshold is selected, the
overall precision of the target detected on the image will decrease, and recall will increase.
In practice, we often use the confidence level of 0.5 as the threshold to judge whether it is
the right detection target [18]. The function of DPAC is to improve recall and AP without
losing or losing small amounts of precision.

DPAC usage method: First, obtain a matrix A [w × h] that is the same size as the
pixels in the original image through target distribution. Second, convert the distribution
value in the distribution matrix into the target probability coefficient. Third, use only the
predicted target center point multiplied by the coefficient of the corresponding position in
the matrix during detection. This method is not very computationally intensive compared
to image processing methods and requires little effort during original system detection.

2.4.1. DPAC Function

The DPAC function f (x) is equivalent to Formula (2). The a0, a1, . . . an+1 of the
function are the confidence adjustment coefficients; r0, r1, . . . rn+1 are the range of distri-
bution quantities. As there is no target in the regional distribution, x = 0, the function
output is a0. When x > 0 and x < r1, the function output is from a1 to an. Set the do-
main of the definition (r0, r1, . . . rn+1) of the DPAC function according to the distribution
gradient and experience after obtaining the target distribution. If the highest point is H,
(r0, r1, . . . rn+1) can be set as (b0 × H, b1 × H, . . . bn+1 × H), where b0 < b1 < ... < bn+1, and
b0, b1, ... bn+1 ∈ [0,1). After the DPAC function definition domains (r0, r1, . . . rn+1) are
determined, the initial values of the adjustment coefficients (a0, a1, ... an+1) are set according
to the value range and experience of the domain of definition. In general, the regions with
small r(i) or a large amount of interference require more strict review, and the adjustment
coefficient should less than 1, and adjustment coefficients greater than 1 can be used in
other regions. After repeated experiments and adjustments, the network can be optimized.
Formula (2) is a structural example. The specific value of this function can be adjusted
according to the actual situation to achieve optimal model output.

f (x) =


a0 (x = 0)
a1 (0 < x ≤ r1)

. . . (r1 . . . < x ≤ . . . rn)
an+1 (rn < x)

(2)

2.4.2. Obtain Distribution by Unsupervised Learning

When the training model is applied to the new environment, if the new target is
marked again, and if the target distribution is counted again, then the workload is too large.
If unsupervised learning is used to obtain the relevant characteristics, the workload will be
greatly reduced. The images can be extracted from the video stream taken from the camera
according to the time interval, and the image target can then be detected through a detection
network. A high confidence threshold can be adopted to ensure the precision of the target.
When the sample is large, an accurate target distribution can be obtained. Therefore, this
paper proposes that when the scene is changed and the sample is not marked, the model
can adjust the DPAC distribution matrix through unsupervised self-learning to make it
automatically adapt to the new scene.
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3. Experiment
3.1. Preliminary Experiment
3.1.1. Obtain Target Distribution

Figure 2 has an image of size 640 × 480 in the brainwash dataset. It can be seen that
the upper and lower borders are unreachable, and in the middle right is a counter, where
the probability of people appearing is relatively low. People are more likely to appear in
the area of image in which there are chairs and sofas.
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The target location description format in the brainwash dataset label is “x1, y1, x2, y2”,
where (x1, y1) is the upper left corner coordinate of the target, and (x2, y2) is the lower right
corner coordinate of the target.

Calculate each group of data in the label set, and obtain all of the marked target center
points of the training set and validation set. The coordinate of the i-th target center point is(

x(i), y(i)
)

, and Formulas (3) and (4) are coordinate-obtaining formulas.

x(i) = x(i)1 +
x(i)2 − x(i)1

2
, (3)

y(i) = y(i)1 +
y(i)2 − y(i)1

2
, (4)

Count the lengths of the boxes and widths of all of the marked targets, and then
calculate half of the average length and width as r, as shown in Formula (5).

r =
∑n

i=1((x(i)2 − x(i)1 ) + (y(i)2 − y(i)1 ))

4n
, (5)

The coordinates of the center point are mapped to the two-dimensional matrix A of
640× 480. The structure of matrix A is shown in Figure 3. The position of the center point is
made into a square with 2r as the side length, and 1 is added to the area in the square when
there is a marked box center in the point. At the same time, when the distance between
the center point and the image boundary is less than r, it is considered to prevent overflow
from the range of matrix A [640 × 480].
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Figure 3. Distribution Matrix.

According to the coordinate distribution statistics of the target center point, we can
determine the figure distribution. In order to see that the statistical distribution conforms
more to the layout of this scene, the gray-scale image in Figure 4 was obtained by compress-
ing the depth. Bright areas indicate the high probability of a head appearing, and dark
areas indicate the low probability of a head appearing.
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3.1.2. Unsupervised Learning Computing Distribution Experiment

This experiment was conducted to verify the difference between the distribution
obtained through unsupervised learning and the actual distribution. The experiment was
conducted using 6946 images. First, 81,950 pieces of target coordinate data were marked,
and the distribution matrix was calculated according to the method in Section 3.1.1. For
better visibility, the matrix was converted into three-dimensional graphics, as shown
in Figure 5a. Second, the YOLOv4 model was used to detect the targets in the image
set with a confidence level greater than 0.9, and the coordinates of 41,953 targets were
detected. The unsupervised learning distribution matrix was calculated according to the
method in Section 3.1.1. In order to facilitate the comparison, the coefficient multiplied
by 81,950/41,953 was converted into a three-dimensional graph, as shown in Figure 5b.
According to the comparison of Figure 5a,b, the distribution is similar, which proves the
effectiveness of unsupervised learning distribution.



Appl. Sci. 2022, 12, 8627 8 of 15Appl. Sci. 2022, 12, x FOR PEER REVIEW 8 of 15 
 

 
(a) (b) 

Figure 5. Three-dimensional distribution diagram: (a) label calculation distribution; (b) unsuper-
vised learning acquisition distribution. 

Using unsupervised learning distribution characteristics in DPAC: 
(a) When using unsupervised learning to compute the distribution, DPAC was not 

added in the early stage. After running for a period of time determined according to 
the distribution obtained by unsupervised learning, add DPAC into the network. In 
this way, the normal target recognition will not be affected and interrupted when 
calculating the video distribution. 

(b) In order to eliminate and reduce the effects of FP on the distribution, we can use a 
target with a large confidence threshold that can be adopted as the distribution data. 

(c) Distribution statistics can be performed at any time to update existing DPAC param-
eters as needed due to changes in the angle, environment, or location.  

3.1.3. Obtain the Adjustment Matrix 
Obtain the distribution matrix and plot it according to the calculation method in Sec-

tion 3.1.1. The elements of the adjustment matrix B are composed of the range of the DPAC 
function, and the elements of the distribution matrix A are the domain of the definition of 
the DPAC function, as seen in Formula (6). Figure 6 is an adjustment matrix, and each 
element of it is a confidence adjustment coefficient. 𝐵ሾ𝑖ሿሾ𝑗ሿ = 𝑓(𝐴ሾ𝑖ሿሾ𝑗ሿ) , (6) 

 
Figure 6. Adjustment Matrix. 

3.1.4. Confidence Adjustment 
An example of adjusting detection target confidence: 

(a) The format of the i-th target output detected after the image passes through the 
YOLO detection network is category, confidence C, and location coordinates (left, 
top, right, and bottom).  

(b) Obtain the coordinates of the target center point according to Formulas (3) and (4): (௟௘௙௧ା௥௜௚௛௧ଶ , ௧௢௣ା௕௢௧௧௢௠ଶ ) . 
(c) The value in the distribution matrix of Figure 3 corresponds to the target center point: 𝐶೗೐೑೟శೝ೔೒೓೟మ ,೟೚೛శ್೚೟೟೚೘మ . 

Figure 5. Three-dimensional distribution diagram: (a) label calculation distribution; (b) unsupervised
learning acquisition distribution.
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(a) When using unsupervised learning to compute the distribution, DPAC was not added
in the early stage. After running for a period of time determined according to the
distribution obtained by unsupervised learning, add DPAC into the network. In
this way, the normal target recognition will not be affected and interrupted when
calculating the video distribution.

(b) In order to eliminate and reduce the effects of FP on the distribution, we can use a
target with a large confidence threshold that can be adopted as the distribution data.

(c) Distribution statistics can be performed at any time to update existing DPAC parame-
ters as needed due to changes in the angle, environment, or location.

3.1.3. Obtain the Adjustment Matrix

Obtain the distribution matrix and plot it according to the calculation method in
Section 3.1.1. The elements of the adjustment matrix B are composed of the range of
the DPAC function, and the elements of the distribution matrix A are the domain of the
definition of the DPAC function, as seen in Formula (6). Figure 6 is an adjustment matrix,
and each element of it is a confidence adjustment coefficient.

B[i][j] = f (A[i][j]) , (6)
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3.1.4. Confidence Adjustment

An example of adjusting detection target confidence:

(a) The format of the i-th target output detected after the image passes through the YOLO
detection network is category, confidence C, and location coordinates (left, top, right,
and bottom).

(b) Obtain the coordinates of the target center point according to Formulas (3) and (4):

( le f t+right
2 , top+bottom

2 ) .
(c) The value in the distribution matrix of Figure 3 corresponds to the target center point:

C le f t+right
2 , top+bottom

2
.
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(d) The value in the adjustment matrix of Figure 6 corresponds to the target center point:
f (C le f t+right

2 , top+bottom
2

).

(e) According to Formula (2), if C le f t+right
2 , top+bottom

2
> ri−1 and C le f t+right

2 , top+bottom
2

< ri, then

f (C le f t+right
2 , top+bottom

2
) = ai.

(d) The new confidence value is Cnew = C × ai.

The confidence adjustment code is shown in Figure 7. Line 2 and line 3 obtain the
center point coordinates of the prediction box, and line 4 obtains the position of the center
point corresponding to the adjustment matrix and is to read the adjustment matrix in the
form of a one-dimensional array. Line 5 adjusts the confidence, and line 8 records the
category and adjusts the confidence and box coordinates in the file.
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3.2. YOLOv4 Network Training

(a) Before YOLOv4 network training, configure the training data label set, data image
set, weight, and other files. The label file contains the location of the training set
image and the target distribution in the image. The class file contains training target
categories, and only one category for head recognition was used in this experiment.
The weight file adopts “yolo4_weight.h5”, and the weight of the original model can
also be considered as a kind of transfer learning.

(b) Start training and obtain the model parameters:

Total params: 64,003,990;
Trainable params: 63,937,686;
Non-trainable params: 66,304.

(c) Obtain the training results.

Loss continues to decline during training, and the weight file “head.h” is obtained
after training, when loss no longer declines significantly.

Table 3 show our experimental results and the results of other research. The experi-
ments based on ReInspect [30], Opt(k-means) [31], and YOLO-OFLSTM [26], and were all
conducted using the “brainwash” dataset. The AP of out experimental results is higher
than that of other experimental results.

Table 3. Experimental results.

Network ReInspect Opt (k-means) YOLO-OFLSTM Ours

AP 78% 80.18% 87.1% 89.45%

3.3. DPAC Experimental Design

DPAC distribution calculation experiments and YOLOv4 model training have been
completed before. Now, we compare the test accuracy and speed when the confidence = 0.5.
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The DPAC experiments were designed and carried out as shown in Table 4. The DPAC
adjustment matrix varies according to the value of the DPAC function. According to
Formula (2), the distribution density can be divided into several levels: very low, low, high,
and very high. Experiments were designed according to these DPAC characteristics:

DPAC (a): Reduce the confidence when the target distribution is very low, and increase
the confidence in other areas.

DPAC (b): When the target distribution is very low, the confidence is reduced, the
confidence is increased in the areas with low and high distribution, and the confidence is
reduced in the areas with very high distribution.

DPAC (c): When the target distribution is very low, the confidence is reduced; the
confidence is increased in areas with low and high distribution; and the confidence is
increased or decreased in areas with very high distribution according to the detection
number.

Table 4. Design of the DPAC experiments.

Model DPAC

YOLOv4

None
DPAC (a)
DPAC (b)
DPAC (c)

4. Results
4.1. YOLOv4 + DPAC Test Results

We determined the influence of different DPAC functions on the model. When the
confidence was greater than 0.5, the following groups of results were obtained when
different DPAC values were adopted.

The DPAC function of the experiment is shown in Formulas (7)–(9). The ƒ1(x) function
simply reduces the confidence of the low possibility area and increases the confidence of
the high possibility area. ƒ2(x) reduces the confidence in areas with a density higher than
1100 based on the ƒ1(x) function. The ƒ3(x) function adds a threshold value ρ of the target
number on a single graph on the basis of ƒ2(x). For areas with a density greater than 1100,
judge again according to whether the number of targets predicted in the image exceeds the
density threshold ρ.

f1(x) =
{

0.9 (x = 0)
1.1 (x > 0)

(7)

f2(x) =


0.9 (x = 0)
1.25 (0 < x ≤ 100)
1.27 (100 < x ≤ 1100)
0.728 (x > 1100)

(8)

f3(x) =


0.9 (x = 0)
1.25 (0 < x ≤ 100)
1.27 (100 < x ≤ 1100)
0.728 (x > 1100 and ρ > 10)
1.1 (x > 1100 and ρ ≤ 10)

(9)

Detailed results are shown in Table 5. The experimental results show that the AP of
the model has been improved after DPAC. The improvement index of the experimental
results when DPAC takes a different value is slightly different.



Appl. Sci. 2022, 12, 8627 11 of 15

Table 5. Experimental confidence results are 0.5, and DPAC function is different.

DPAC Errors
Number

Correct
Number

Detection
Number GT Number AP

Confidence 0.5 Recall Precision

None 241 4265 4506 4989 84.44% 85.49% 94.65%
ƒ1(x) 255 4284 4539 4989 84.80% 85.87% 94.38%
ƒ2(x) 239 4266 4505 4989 84.46% 85.51% 94.69%
ƒ3(x) 239 4271 4510 4989 84.56% 85.61% 94.70%

When the DPAC function is ƒ1(x), the results show that recall and AP are improved
and that the precision is decreased. This indicates that more FP is formed when the DPAC
function is simply up-regulated, which is similar to the results directly improving the
confidence of all of the prediction targets in order to obtain a greater detection rate with a
loss of precision.

When the DPAC function is ƒ2(x), the evaluation index parameters precision, recall,
and the AP of the detection network are slightly higher than without DPAC.

When the DPAC function is ƒ3(x), the evaluation index parameters precision, recall,
and the AP of the detection network are further improved than when ƒ2(x) is used. Com-
pared to not using DPAC, the precision is improved by 0.05%, recall is improved by 0.12%,
and AP is improved by 0.12%.

The experiments show that the correct use of DPAC can improve the network detection
performance of YOLOv4.

The speed test results are shown in Table 6. Three speed tests were carried out without
DPAC on the test set, achieving an average speed of 4.3 FPS. Three speed tests were carried
out with DPAC on the test set, achieving an average speed of 4.28 FPS. The speed difference
was less than 0.5%, indicating that DPAC has basically no effect on speed.

Table 6. Speed comparison results.

DPAC Speed of First Test Speed of
Second Test Speed of Third Test Average Speed

Disable 4.31 4.35 4.23 4.30
Enable 4.24 4.26 4.33 4.28

4.2. Analysis of Experimental Examples

The YOLO v4 model was used to analyze the images when DPAC was enabled and
disabled. Figure 8 contains two original images from the brainwash dataset. There are
18 people in Figure 8a and 16 people in Figure 8b. The yellow boxes in the images are
marks for easy comparison.

The confidence threshold was set to be higher than 0.5. The image detection results
obtained when DPAC was not used are shown in Figure 9. There are 17 heads detected
in Figure 9a, with a precision rate of 100% and recall rate of 94.4%, and there are 17 heads
detected in Figure 9b, with a precision rate of 94.1% and a recall rate of 100%.

Figure 10 shows the detection results when the confidence threshold was set greater
than 0.5 and DPAC was used to analyze the images.

One TP detection target was added in Figure 10a, the label of which is white. There
are 18 heads detected in Figure 10a, and compared to Figure 9a, the precision remains
unchanged, and the recall rate is increased by 5.6%.

One FP detection target is reduced in Figure 10b, the label of which is green. There are
16 heads detected in Figure 10b, and compared to Figure 9a, the recall remains unchanged,
and the precision is increased by 5.9%.

The experiments show that detection performance is improved by increasing TP and
reducing FP through DPAC.



Appl. Sci. 2022, 12, 8627 12 of 15

Appl. Sci. 2022, 12, x FOR PEER REVIEW 11 of 15 
 

function is simply up-regulated, which is similar to the results directly improving the con-
fidence of all of the prediction targets in order to obtain a greater detection rate with a loss 
of precision. 

When the DPAC function is ƒ2(x), the evaluation index parameters precision, recall, 
and the AP of the detection network are slightly higher than without DPAC. 

When the DPAC function is ƒ3(x), the evaluation index parameters precision, recall, 
and the AP of the detection network are further improved than when ƒ2(x) is used. Com-
pared to not using DPAC, the precision is improved by 0.05%, recall is improved by 0.12%, 
and AP is improved by 0.12%. 

The experiments show that the correct use of DPAC can improve the network detec-
tion performance of YOLOv4. 

Table 5. Experimental confidence results are 0.5, and DPAC function is different. 

DPAC Errors 
number 

Correct  
Number 

Detection 
Number 

GT Number AP 
Confidence 0.5 

Recall Precision 

None 241 4265 4506 4989 84.44% 85.49% 94.65% 
ƒ1(x) 255 4284 4539 4989 84.80% 85.87% 94.38% 
ƒ2(x) 239 4266 4505 4989 84.46% 85.51% 94.69% 
ƒ3(x) 239 4271 4510 4989 84.56% 85.61% 94.70% 

The speed test results are shown in Table 6. Three speed tests were carried out with-
out DPAC on the test set, achieving an average speed of 4.3 FPS. Three speed tests were 
carried out with DPAC on the test set, achieving an average speed of 4.28 FPS. The speed 
difference was less than 0.5%, indicating that DPAC has basically no effect on speed. 

Table 6. Speed comparison results. 

DPAC Speed of First Test 
Speed of  

Second Test 
Speed of Third 

Test Average Speed 

Disable  4.31 4.35 4.23 4.30 
Enable 4.24 4.26 4.33 4.28 

4.2. Analysis of Experimental Examples 
The YOLO v4 model was used to analyze the images when DPAC was enabled and 

disabled. Figure 8 contains two original images from the brainwash dataset. There are 18 
people in Figure 8a and 16 people in Figure 8b. The yellow boxes in the images are marks 
for easy comparison. 

 

(a) (b) 

Figure 8. Original drawing of brainwash dataset: (a) test image with 18 people; (b) test image with
16 people.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 12 of 15 
 

Figure 8. Original drawing of brainwash dataset: (a) test image with 18 people; (b) test image with 
16 people. 

The confidence threshold was set to be higher than 0.5. The image detection results 
obtained when DPAC was not used are shown in Figure 9. There are 17 heads detected in 
Figure 9a, with a precision rate of 100% and recall rate of 94.4%, and there are 17 heads 
detected in Figure 9b, with a precision rate of 94.1% and a recall rate of 100%. 

(a) (b) 

Figure 9. Test results without DPAC: (a) Detection results with DPAC with 18 people; (b) detection 
result without DPAC with 16 people. 

Figure 10 shows the detection results when the confidence threshold was set greater 
than 0.5 and DPAC was used to analyze the images.  

One TP detection target was added in Figure 10a, the label of which is white. There 
are 18 heads detected in Figure 10a, and compared to Figure 9a, the precision remains 
unchanged, and the recall rate is increased by 5.6%. 

One FP detection target is reduced in Figure 10b, the label of which is green. There 
are 16 heads detected in Figure 10b, and compared to Figure 9a, the recall remains un-
changed, and the precision is increased by 5.9%.  

The experiments show that detection performance is improved by increasing TP and 
reducing FP through DPAC. 

(a) (b) 

Figure 10. Test results with DPAC: (a) detection result with DPAC with 18 people; (b) detection 
result without DPAC with 16 people. 

5. Discussion 

Figure 9. Test results without DPAC: (a) Detection results with DPAC with 18 people; (b) detection
result without DPAC with 16 people.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 12 of 15 
 

Figure 8. Original drawing of brainwash dataset: (a) test image with 18 people; (b) test image with 
16 people. 

The confidence threshold was set to be higher than 0.5. The image detection results 
obtained when DPAC was not used are shown in Figure 9. There are 17 heads detected in 
Figure 9a, with a precision rate of 100% and recall rate of 94.4%, and there are 17 heads 
detected in Figure 9b, with a precision rate of 94.1% and a recall rate of 100%. 

(a) (b) 

Figure 9. Test results without DPAC: (a) Detection results with DPAC with 18 people; (b) detection 
result without DPAC with 16 people. 

Figure 10 shows the detection results when the confidence threshold was set greater 
than 0.5 and DPAC was used to analyze the images.  

One TP detection target was added in Figure 10a, the label of which is white. There 
are 18 heads detected in Figure 10a, and compared to Figure 9a, the precision remains 
unchanged, and the recall rate is increased by 5.6%. 

One FP detection target is reduced in Figure 10b, the label of which is green. There 
are 16 heads detected in Figure 10b, and compared to Figure 9a, the recall remains un-
changed, and the precision is increased by 5.9%.  

The experiments show that detection performance is improved by increasing TP and 
reducing FP through DPAC. 

(a) (b) 

Figure 10. Test results with DPAC: (a) detection result with DPAC with 18 people; (b) detection 
result without DPAC with 16 people. 

5. Discussion 

Figure 10. Test results with DPAC: (a) detection result with DPAC with 18 people; (b) detection result
without DPAC with 16 people.

5. Discussion

In the fields of transportation, education, and commerce, among others, there is a
great demand for to know the flow statistics of people to assist in decision making, but
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conventional population statistics adopts the gate method, which involves people being
counted once after they access the gate. This method is not only inefficient, but it also
makes the detected people feel uncomfortable. Therefore, contactless statistics detection
to determine the number of people in a space based on images is the direction of future
development. Although there are many requirements for application scenarios, human
number detection, which is based on images, is not widely used at present. The reason for
this is that its detection recall and precision rates cannot meet people’s needs. Therefore,
improving the speed, detection recall, and detection precision of target detection system is
the focus of current research on this topic. The YOLOv4 network is one of the best detection
networks at present and can not only achieve real-time detection speed, but also has a high
level of accuracy. Therefore, in this study, we chose to use the YOLOv4 network plus DPAC
for the experiments and used the brainwash dataset as the head detection dataset.

First, we propose using DPAC to optimize the detection network, which is composed
of target distribution and the DPAC function. There are two ways to obtain the DPAC
distribution: one is to calculate the distribution from the target label, and the other is
through unsupervised learning, which can solve the problem of it being difficult to make the
target label. The two distributions are compared through experiments, and the distribution
obtained by the two methods is similar. After obtaining the distribution matrix, the DPAC
adjustment matrix can be obtained by multiplying the DPAC function.

Secondly, we used the brainwash dataset to train the network and to obtain the
network model. Several DPAC functions were designed according to the characteristics of
the distribution, and experiments were then carried out with the different DPAC functions
using the trained YOLOv4 model. Some rules were followed during the experiments:

(a) DPAC can describe the distribution as being very low, low, high, and very high.
(b) When the distribution is very low, multiply it by a factor less than one.
(c) When the probability distribution is low, it indicates that the density in this area is

low, that the target overlaps, and that the possibility of occlusion is small, so multiply
it by a factor greater than one.

(d) When the distribution probability is high, it indicates that the target in this area is
highly likely to appear, so multiply it by a coefficient greater than 1.

(e) When the distribution probability is very high, it is easier for high-density target
groups to appear in this area. When the high-density target groups overlap, the
possibility of occlusion is large, and there are more interference factors. Therefore,
multiplying by a coefficient less than 1 is helpful to reduce FP. However, when the
number of predictions obtained on the detected image is relatively small, it can be
considered that there is no high-density target area on the image. These regions
are similar to regions with a high probability distribution, meaning that they can be
multiplied by a coefficient greater than one.

In this paper, a network structure using YOLOv4 + DPAC is proposed, and experi-
ments on brainwash datasets show that this network has more advantages than the previ-
ously established ReInspect, Opt (K-means), YOLO-OFLSTM, and pure YOLOv4 networks.
This research has an optimization function that is implemented during target detection, in
which the background environment changes infrequently and solves the problem of the
target detection network, ignoring the detection background. An unsupervised learning
acquisition distribution is proposed, and the adaptability to the background environment is
also solved. Some of the rules of the distributed regulation system were obtained through
experiments, and these can be used as a reference for regulation coefficient selection.

The experiment was only carried out on four possibility ranges that had very low, low,
high, and very high distribution, and the system was optimized. However, the number of
adjustment gears is not limited to four ranges, and adjustments will be more precise if there
are more number ranges. Additionally, the network detection speed will not be affected.
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6. Conclusions

In this paper, research to determine personnel statistics based on a YOLOv4 + DPAC
network was carried out. Further studies are needed to improve the network performance
of YOLOv4 + DPAC to better meet people’s needs.

The distribution in DPAC can be obtained according to the target distribution of the
real scene, but if each scene is marked manually, the workload will be too large and will
be difficult to update. Therefore, this paper proposes an unsupervised learning method to
automatically obtain the distribution and that can automatically update the distribution.

This paper improves network performance using DPAC. In the brainwash test set
experiment presented in this paper, the precision was improved from 94.69% to 94.70%
when the confidence was greater than 0.5, an increase of 0.01%. The recall rate increased
from 85.49% to 85.61%, an increase of 0.12%. AP increased from 84.44% to 84.56%, an
increase of 0.12%, and it hardly affected the detection speed.

The lower the fitting degree of the model to the scene and the less the background is
considered, the more obvious the DPAC effect is. DPAC is very flexible, and the function
parameters can be adjusted as needed to achieve system optimization. Although this
research is based on head detection, it can also be applied to other categories of target
detection as long as the target follows the distribution law in the camera angle being
viewed.

In the future, the parameter regulation law of the DPAC function in the
YOLOv4 + DPAC network will be further studied to improve its regulation efficiency
and performance. Future research will also attempt to combine DPAC with other tar-
get detection networks and to study the function parameter adjustment law of other
networks + DPAC.
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