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Abstract

:

In the last decade, there has been increased use of eLearning tools. Platforms and ecosystems supporting digital learning generate a vast amount of data and information in various forms and formats. Digital repositories emerge, such as video, audio, emotional data, and data triplets of various events’ educational activities, making data management and orchestration extremely difficult. This results in evaluating learning sessions’ generated knowledge to remain unexploited. In other disciplines, such as law enforcement, various tools produce valuable data that help solve problems or improve situations by synchronizing several modalities. The data generated in educational learning sessions is an untapped treasure trove of information that can contribute to the production of essential conclusions that would be extremely difficult or impossible to produce with conventional methods and without the use of digital tools. ARION combines learning data into simple and understandable forms of information that will lead the teacher to a better understanding of the strengths and weaknesses of students, the lesson, the educational process, and himself by providing a critical look at available data aimed at a substantial improvement of all components of the learning path.
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1. Introduction


The past decades have been characterized by exponential economic and technological growth, and unforeseen disruptions have been witnessed in all aspects of life, especially in the industrial and business spheres. The catalyst behind this accelerated evolution is the increased processing capabilities of modern electronics in conjunction with the internet and the World Wide Web. These technological achievements have transformed most aspects of daily life, including communication, education, and entertainment. Due to the unfortunate COVID-19 pandemic, the current global reality has proved how deep technology has gotten into our lives and how fast it can respond to new needs. Within a few days, platforms were ready to support the global economy in a remote working situation, learning and education were moved to virtual classrooms for the first time, and virtual meetings became the norm. Humanity was unprepared but capable of following this abrupt lifestyle change and quickly embraced technology as part of most daily activities. Online platforms and trade grew at never seen rates, while people of all ages turned to digital services for all their needs.



In the framework of higher education institutions (HEI), digital transformation may be defined as the total of all digital activities necessary to complete a transformation process that allows higher education institutions to employ digital technology [1] optimally. During the COVID-19 Pandemic, HEIs’ shift to online learning impacted learners, educators, and learning performance. Unfortunately, many educational institutions (E.I.), educators, and students were not ready for this new experience [2]. To promote learning, education institutions deployed online learning systems with varying capabilities and tactics [3]. HEIs used various instructional methods, including direct online lectures, audio, and video tutorials, shared online materials, and blended learning [4], while employing online evaluation tools, including online quizzes, examinations, and assignments [5]. Education institutions had to adapt to online teaching quickly. As a result of this unexpected and rash transition, they had to utilize and modify their existing technology resources and human forces, such as professors and researchers who lack the intrinsic technological skills for online teaching [6].



Hodges et al. [7] distinguished appropriately prepared online learning experiences from crisis-response courses. These researchers called online education during the epidemic “emergency remote teaching” (ERT) instead of quality or successful online learning. Online teaching and learning, supported by numerous research works, concepts, prototypes, theories, ethics, and benchmark evaluation, focus on high-quality online course design, teaching, and learning, are all essential components of effective online education [7]. During the COVID-19 pandemic, education has moved online with ERT, with global educational systems and virtual environments [7]. Even though ERT is not a form of eLearning, it shows that technology provides the means to support large-scale learning.



eLearning is supported using different course types, methodologies, tools, and technologies such as Massive Open Online Courses (MOOCs), Serious Games, Learning Management Systems (LMSs), and more. eLearning course types, methodologies, tools, and technologies share common technological artefacts such as cameras to stream videos of the learners or learning sessions, written conversation mechanics (chats and forums), quizzes or puzzles, and more.



In all cases, the students have an active role, different from the one in a classroom; even when they are watching a teacher (live or recorded), they have access to many tools that might engage or distract them from the active subject. Of course, distractions are also present in the classroom; however, one of the differences is that in a digital environment, action, or even inactivity, can be tracked differently, unlocking valuable information about how students learn and interact during their learning sessions. With the advancement in artificial intelligence and image processing, it is possible to identify faces and even a person’s emotions just by a video feed. Learning analytics has made it easy to understand when, where, and how students learn the most and what parts of the lesson they do not focus on. Through live chats and chatbots, it is possible to extract valuable information or even motivate students facing difficulties at any given moment. It is evident that learning has radically changed, offering a multitude of tools to teachers.



Serious Games, introduced as early as 1970 [8], are maybe the most complex and sophisticated in the technical scope of the tools used in education. Serious, or Educational, Games are games with a decisive educational goal and lean heavily on it, leaving entertainment as a secondary goal of the game [9,10]. There was heavy criticism towards serious games in the early years, but this is now in the past, with scientists and educators endorsing games as valuable educational tools with very high potential for education [11,12]. The success of educational games as tools has spread to the point where educators wish to create their small games without having the technical skills or background. Thus, a set of tools named Authoring Tools were created, which educators can use to create simple games, puzzles, or interactive stories with which their students can have an interactive experience while learning [13].



Furthermore, there is a growing interest in adaptive and personalized learning [14,15,16]. Adaptive learning techniques adjust the way educational material is presented to each student, affecting the presentation or navigation, for instance, and thus creating a personalized syllabus for each student, ultimately leading to all students reaching the same level of knowledge through different learning paths [17].



Modern educational tools have expanded, containing rich and varied features with complex functionalities. Each feature plays a significant role in the learning process, which is yet to be understood and crucial to improving digital and traditional learning [11]. eLearning is highly fragmented with scattered features, tools, and services, which in the circumstances is a very positive reality, offering diversity, variety, heterogeneity, and multiple capabilities. Nevertheless, at the same time, it makes it almost impossible to study the effects and deeply understand the benefits and drawbacks of each approach or even what action is needed to improve each method.



Based on the above observation, this paper intends to utilize the logging systems available in modern eLearning tools to assist educators in monitoring learning sessions more efficiently and extract valuable conclusions about (a) the learning process, (b) the way students learn, and (c) the tools used. In future work, the authors aim to automate this assessment procedure so that it can be applied to extensive data collections and unlock valuable knowledge about learning in the digital world.




2. Background Work


2.1. Data Orchestration


Data Orchestration in software engineering is linked mainly with service-oriented programming, virtualization, and cloud computing. A definition of orchestration in this context is the coordination and management of various entities to achieve the best possible outcome [18]. Depending on the context, orchestration can be further defined to better describe its purpose in the specific context. In service-oriented programming, the term can be defined as “a combination of services to create higher-level services and processes” [19]. In the field of computer-supported collaborative learning (CSCL), it is defined as: “the process of productively coordinating supportive interventions across multiple learning activities occurring at multiple social levels” [20]. The amount of data produced on an organization, or even applicational, is increasing daily at high rates. Therefore, the technologies used for storage management systems change frequently to best cover the current needs. One can say that if the data are managed well, there is no need for data orchestration, but this is a challenging task to accomplish, especially for legacy applications, already existing and producing data for years, creating data separation and through multiple management systems. Data orchestration is needed to unify data management and research between all systems. Data orchestration solves deduplication, lead-to-account matching, and data cleansing problems. In general, it minimizes missed data and ensures data integrity. Furthermore, by using data orchestration, privacy laws can be followed quickly, guarantee compliance with them, and provide the necessary information they require (how, when, and where the user data are used).



2.1.1. Current Technological Trends in the Steps of Data Orchestration


Any data orchestration tool or platform has a goal to highlight data overlooked from previous procedures applied to the provided set. Thus, each data point can act in harmony with all other available data while it is also examined as an individual unit and a part of the more extensive data set. Due to the broad spectrum of applications and fields utilizing these techniques, data orchestration solutions present various workflows, procedures, and milestones. There is no universal system. However, a general association of procedures and workflows that can define data orchestration can be identified. This workflow is comprised of the following steps [21].



Organize


Data are shaped and structured in this step according to the system before admission to ensure integrity and formatting. This step includes data validation to ensure that the incoming data are correct and not malicious, put labels or combine new data with existing information. Usually, APIs are provided by companies for this task to facilitate the process.




Transform


After the collection and validation of the data, data orchestration tools transform the data into one standard format. Making all the data have the same format makes the data analysis quicker and helps avoid possible errors, thus minimizing the risk of feeding the system with false information that will lead to mistaken conclusions.




Activate


Activation is the process of sending the available data to the tools requesting them. Such tools can be analytics platforms, management solutions, business intelligence, and more.





2.1.2. Orchestration in Learning


Orchestration in learning can be used in various aspects [22,23]. One of them includes the planning of the learning activities in such a way that will ensure that the activities will be achieved. Another aspect is the management of the learning processes to maximize the outcome [24]. Furthermore, orchestration can be characterized as the adaptation or intervention to design learning activities [25]. Assessment can provide information about how good, or bad the learning outcomes are; thus, orchestrating the assessment can benefit learners because the learning material can be adapted to their needs as the teachers can better adapt their teaching to the learner [24]. Finally, orchestration can be made from various perspectives, usually from the teacher’s perspective, but some approaches take the learner’s perspective. Orchestration in learning should ensure that combined learning activities can be well-orchestrated to deliver the desired learning outcome despite conditions that might change during the learning process [21]. Robust orchestration models for various learning scenarios should be created as the complexity of learning is increasing [23].





2.2. Video & Audio Synchronization


Video and audio synchronization is the attempt to gather information about an event from various devices or time segments and organize this information in the correct order so that the produced outcome will reflect the truth about the event [26]. The need for audio and video synchronization has peaked, due to the widespread use of mobile devices with embedded cameras, resulting in multiple recordings of the same event, from multiple attendees, without the need for specialized equipment. This results in low-resolution videos and audio, blurry, and most often noisy [26,27]. Having much data about an event from different sources makes extracting information hard; the extraction task is even more challenging when that data is also of different quality or specifications. Therefore, the synchronization of video and audio has many applications in the modern world, from free-view video to the detection of human rights violations [26].



Techniques


Most standard techniques to synchronize two or more videos are based on tracking visual features [28,29]. Such methods require the same visual features to be visible in both videos, which is not always applicable as videos can be captured from a different perspective or location. Another technique is to mark the beginning of videos using clapping boards or by using jam sync, which synchronizes the camera clocks [30], but these techniques are not applicable “in the wild”, as both are professional techniques requiring not only expensive hardware but also a stable set up of cameras in a controllable environment.



Due to the visual features tracking limitations, audio synchronization is used for outdoor videos, and audio fingerprinting has proven a promising technique for synchronization. This, in turn, imposes new challenges, as microphones capturing the scene might be far apart, or the sound might cut on one of them. Furthermore, sound can lose quality from compression or noise, thus leading to deviations in pairwise matches. RANSAC or similar methods are regularly used to improve and form a more robust result.



According to the literature, bottom-up approaches are the most used [29,31]. This approach starts by matching single pairs and continues by merging them gradually until it reaches a global alignment. This perspective implements audio fingerprinting to match single pairs into larger clusters through reversed-indexing correlation evaluation. As in [32], many similar techniques apply clustering to the matched scores. However, bottom-up approaches have proven the frailty of outliers due to poor matches, which should be removed from the start. Otherwise, false data can be gathered throughout the process resulting in erroneous outcomes.





2.3. Data Visualization


Data visualization is a research field that studies how data can be visualized to be better understood by humans. It is known that for the human eye, it is easier to spot differences in shapes, for instance, what line is the longest or what colours are included in a canvas rather than in a table of numbers.



Therefore, data visualization can be traced back to the beginning of civilization when tables with the position of the stars and other celestial objects were used. Geometric diagrams have also been used for many centuries, as well as exploration and navigation maps [33]. In the 17th century, coordinates systems, analytic geometry, and theories of errors of measurement (Descartes, Fermat, Galileo) made their initial steps. Later in the 18th century, with the help of statistics, more information started to appear on maps as economics. At the start of the 19th century, modern graphics were established with the first histograms, bars, pie charts, and more. During the same century, the first 3-D surface plot appeared. The following century started with limited advancements only to give space in the second half that the leaf plots and boxplots materialized, better organization of data based on visual and perceptual elements, and finally, the FORTRAN programming language was developed which was the first high-level programming language. Since 1975 and after, data visualization has been a complete research area.



Many disciplines are contributing to data visualization [34]; one is psychology, which studies the impact of shapes, colours, sizes, and the perception of data. Computer science and statistics help to develop new techniques and technologies to handle data, such as machine learning and data mining. Additionally, infographics and dashboards are created using graphical and multimedia techniques using different shapes, colours, scales, and data.



The graphical representation of data makes it easier for the human eye to interpret the information. There are many techniques and diagrams to better suit the data that needs to be displayed. As stated before, shapes, colours, and sizes can help humans to understand the data, but the overuse of colours might be misleading, so it needs careful treatment to ensure the correct meaning is communicated. Another aspect that needs attention is highlighting unimportant information that can destruct from the critical data on the diagrams [34].



As data visualization is widely used nowadays, from marketing and economy to demographics, an increasing number of people are involved in this field. That leads to new challenges that need further study [35]. The first significant challenge is that people that need to use or produce data visualizations can have very varied backgrounds. Thus, there is a need for tools that will make it possible for people to create and understand data visualization from heterogeneous datasets that might contain noise or bad quality entities without the need for robust data science or I.T. background. Additionally, there is a need for tools that will allow data scientists to perform data exploration without requiring data manipulation or analytics skills.



Furthermore, as the data are increasing, a necessity for new techniques to provide fast results has arisen. For closure, with the advancements of artificial intelligence and machine learning, research on how to capitalize on those techniques to provide better graphs depending on the content of the data is promising. A cheat sheet for data visualization techniques is presented by Wang et al. [36].




2.4. Learning Analytics: The Experience API


Learning analytics is a recently developed discipline that focuses on using sophisticated analytic techniques in a learning environment to improve education. It draws on other fields of study, including game and web analytics, business intelligence, and web educational data mining, and is intimately linked to them. Learning analytics is based on the premise that learning is a product of interaction [37]. The idea behind this premise is to note each interaction and any usable information about it and then analyze the sum of interactions to produce information that can be used to evaluate learning.



Experience API (xAPI) is a framework that implements learning analytics standards. Through it, the authors facilitate data capturing, retrieval, and visual presentation of valuable information, utilizing data visualization techniques. It is used in learning technologies as a middleware for communication between software and Learning Record Store (LRS), the database where each action is recorded. This way, xAPI enables very different systems to communicate securely while capturing and sharing user experience data [36]. The strength of Experience API lies in its flexibility, which stems from its architecture. This architecture is comprised of statements that represent a single action. This action is sent to an LRS in JSON form through HTTP communications and retrieved from it when need be, using the same standard. Statements are in the form of “subject-verb-object”, or as the xAPI terms are, “actor-verb-object”, or, in layman’s terms, “Who-Did-What”. This structure gives the possibility of describing any situation imaginable during the creation of learning experiences. Verbs and objects can be retrieved from an official xAPI vocabulary or created by anyone to fulfil current needs, although the available vocabulary is quite extensive and can cover most possible situations.



Additionally, IOLAOS [38] has included a maturity level in which the inclusion of xAPI in educational activities is required. For IOALOS, the techniques provided by learning analytics, and xAPI, are crucial in extracting insightful knowledge and understanding of the digital learning procedure. The tools provided are helpful to game developers, teachers, and educational experts and thus are considered a necessity, and a discrete maturity level was created. Therefore, it is also considered crucial for analysis and orchestration in the system.





3. ARION: An Educational Data Orchestration Software


Through their research, the authors concluded that a system to unify logging data from multiple sources is necessary to identify weak and strong points in platforms, as well as the specific needs of students. The highly scattered nature of this logging data and the unimaginable numbers of formats and different representations make this a very challenging task. There are video feeds, proprietary and open-source action/logging formats, differing representations of written communications, good communications, and many more forms of data. All this data hides beneficial information for the educators, who unfortunately cannot sift and browse through this unstructured and scattered set of precise details. For this reason, a system was designed with the ability to retrieve data related to a specific learning session, wherever they may be stored and regardless of format. Subsequently, it presents them in a typical timeline that educators can study and gain insights into. This procedure would be impossible if the different sources were not combined; a necessary step is to define and use learning sessions technically. In this step, the theoretical and technical framework created by Vidakis and Charitakis [38] was adopted, in which learning sessions are thoroughly examined. Furthermore, utilizing the API created by the study mentioned above and complementary systems, such as ExperienceAPI [39] and EmotionAPI [40].



Figure 1: ARION System Overview illustrates a simplified view of the architecture. On the one end (top left corner), the students who interact with eLearning systems through the IOLAOS Framework [41,42] are illustrated. This can include virtual classrooms and serious games [43,44,45] in the current state of IOLAOS but can be expanded and populated with other technologies in the future. Any such change will not affect ARION as long as the logging systems remain the same. During this interaction, login data are created by students’ actions within the systems. If a serious game is played in a virtual classroom, for instance, the game will log all interactions in a Learning Record Store using xAPI, while the student’s screen and the video feed from her web camera will be stored in the IOLAOS Common Data Space. After the session, the Emotion API will query the Common Data Space and analyze all new videos, creating data about the emotions students experienced during play, categorized by seconds. At some other point, the educator has the time to review the results of this learning session, thus taking some time to visit ARION and sync the data for each student. At that moment, the ARION will query the IOLAOS API and retrieve any data for the specified learning session and student to present to the educator. Using the different modalities synced to the same timeline, the educator can make connections such as “At 01:30, student A lost some points due to an error, which made him feel angry, but at 02:00, he made his best score, probably motivated by his previous anger”. Thus, the interaction of the educator with the system has brought knowledge and comprehension of students and procedures that were currently unknown.



ARION Software Architecture


After doing the analysis and design described above, an architectural design for the ARION system was created, from which the component diagram of Figure 2: ARION Component Diagram was designed. In this, the main components of the system and communications with other systems, such as IOLAOS, are described. The Studio is introduced in the top left corner of the diagram, the part of the system that users will interact with. In this part of the system, Data Synchronization is included, which reflects the algorithms and procedures for retrieving and aligning all data into a typical timeline. To achieve this, it manages Modalities, another component of the system.



Additionally, through CRUD procedures, the Studio sends and receives data from the Data Storage modality, which is the remote storage of the system. The data saved on the Data Storage reflects two additional modalities: Metadata, which holds information on modalities, and Notes, which holds information and conclusions the educator wants to record in a written manner. For this part of the system to work, data needs to synchronize; thus, the data synchronization retrieves needed data from the Session component, which is the digital representation of learning sessions. Those sessions are introduced by the IOLAOS Framework [41,42] and are thus a shared component between the Studio and IOLAOS Framework. There are login and retrieval methods for each session, from which IOLAOS authentication is accessed and other valuable data from the shared data space or third parties. Through the IOLAOS API, access is granted to data stored in the IOLAOS Common Data Space: Audio and Video files, user profiles, etc. Third parties that will be supported on the first iteration of the ARION System are the Emotion API, which provides data on the emotions of students during learning sessions, extracted from videos stored on the IOLAOS common data space, and the interaction data stored in various LRSs, retrieved through xAPI, that might include virtual classroom data, game data and more.





4. ARION: Experiment and Scenario of Use


The Pilot use case chapter is remarkable and showcases a descriptive scenario of the Arion platform. With this scenario, all aspects can be thoroughly illustrated, including the benefits and reasons for using the Arion platform.



An indicative scenario starts with a teacher whose schedule is a Learning session (an online version of a classroom lesson) on the IOLAOS platform for the GameHub [46] class. After the Learning Session is concluded, the Learning Analytics material generated by the IOLAOS platform, like screen or camera video and chat messages, are stored in the IOLAOS common data space [47]. The teacher’s goal is to assess his/her decisions regarding the learning preferences assigned to the students who participated in the Learning session. To achieve this goal, the teacher joins the Arion platform to evaluate the learning process [48,49] through the synchronization utility that the platform provides, utilizing the learning analytics materials stored by the IOLAOS platform during the learning session.



As the first step after wrapping up the learning session in the IOLAOS platform, the teacher starts the evaluation process through the Arion platform. The teacher goes to the Arion platform synchronization utility’s homepage and fills out the login form (Figure 3: Arion Platform login form. The teacher fills out the credentials needed to access the IOLAOS platform in that form, and authentication goes through the IOLAOS platform authentication system with the use of services. As it becomes apparent, every teacher (Arion user) must be registered on the IOLAOS platform at this implementation stage.



After successful login, the teacher is responsible for or acts as an assistant. With that view, the teacher has an organized view of all the classes and can easily navigate to the correct class for which he/she aims to evaluate one or more learning sessions. The classes are displayed as cards in a grid view, as shown in Figure 4: Available Classes View, and they can choose through the card button to see the available learning session.



Furthermore, after choosing the GameHub class from the available classes view Figure 4: Available Classes View, the teacher can see all the available learning sessions with some basic information about the creation date, the participants, the available videos, and chat messages like Figure 5: Available Class Learning sessions shows. After choosing our scenario’s latest learning session, the teacher presses the view button to load the synchronization view with the available data from the learning session.



Initially, the synchronization view (Open Studio) displays an empty player, similar to those found on video platforms such as YouTube, with two buttons that allow the teacher to create notes and view the notes he has already created. Additionally, as shown in Figure 6: Open Studio View, the top left corner appears to have a “burger” icon through which a menu of necessary tools is accessed.



That view is a canvas for all the modalities of the platform. The platform supports various modalities, with video being utilized for screen captures and camera video. The studio view has three modalities (shown in Figure 7a): the chat modality allows the platform to display the chat for all or specific participants. The xAPI modality, a collection of statistics from the game participants, played throughout the learning session, and the emotions modality derived from the emotion API, shows the results of the emotion analysis of all videos and chats from the learning session.



To access all those modalities, the user can click the burger icon from the top left of the U.I. interface, Figure 6. The user can enable the general modalities that he wishes, as shown in Figure 7a, and the user-specific modalities, as shown in Figure 7b, by selecting them. All users connected to the teacher are shown, and the teacher can enable their user-specific modalities such as the chat (if enabled), the camera, and the screen video modalities.



After selecting the platform’s available modalities, the U.I. places them in the central part of the open Studio and arranges them in a grid-like view where each modality is a tile, as shown in Figure 8: Open Studio with all the possible modalities.



The grid view at the current state supports a dynamic grid with a maximum size of 2 × 3. The grid also has dynamic features like drag and drop that allow changing the order of the available modalities. These enable a teacher to create a specific order of modalities, allowing him, for example, to have the videos of the users’ camera or screen, helping him to evaluate the learning process. After completing the process of adding modalities and ordering them, the teacher has a synchronized timeline based on the first and the last event from the enabled modalities, as seen in Figure 9: Open Studio with ordered modalities.



Furthermore, the teacher can start the timeline from the player of Open Studio and move the timeline to a specific time. For example, if the teacher wants to move the time at the start of the video, the teacher moves the timeline button. Every modality has a red indicator in the sub-timeline of the modality tile to help the user spot the available events and locate the video starting point, as shown in Figure 10: Camera Video modality with start and end event.



In addition to the timeline setup and the navigation, the teacher can note the timeline at specific times that he/she considers necessary. A red line appears in the timeline while a note is being created, indicating the note’s appearance. That indicator allows the teacher to recognize the frame in which the note was created and aids the teacher in remembering the remarkable events. The note creation is able through a button in the bottom right area of the U.I. (Figure 8: Open Studio with all the possible modalities) that opens a modal, as Figure 11: Note Creation Modal shows, and allows the teacher to type a message and save the note.



Finally, the teacher can access all the created notes and edit them through the My Notes bottom right area of the U.I. (Figure 8: Open Studio with all the possible modalities), which opens a modal (Figure 12: Available Notes Modal) that shows the available notes and provides the edit and delete functions.




5. Results and Discussion


This section summarizes the study’s purpose, method, and results and discusses the experiment’s outcomes.



5.1. The Purpose


The purpose of this study is to show how digital tools, such as the Arion platform—which gives possibilities to orchestrate learning session multichannel data—can assist educators and trainers in enhancing their understanding of the strengths and weaknesses of students. Furthermore, they assist them in critically looking at the available learning session data, including the learning material, the courses, and the educational process.




5.2. The Method


The experiment has been based on the Arion platform scenario of use.



The scenario of using the Arion platform starts with a teacher who schedules a Learning session (an online version of a classroom lesson) on the IOLAOS platform. After the Learning Session is concluded, the Learning Analytics material generated by the IOLAOS platform, like screen or camera video and chat messages, are stored in the IOLAOS common data space [47]. The teacher’s goal is to assess his/her decisions regarding the learning preferences assigned to the students who participated in the Learning session. To achieve this goal, the teacher joins the Arion platform to evaluate the learning process through the synchronization utility that the platform provides, utilizing the learning analytics materials stored by the IOLAOS platform during the learning session.



As described in Section 4, the experiment was conducted at the premises of the NILE laboratory of the Hellenic Mediterranean University, Estavromenos, 71410 Heraklion, Crete, Greece https://nile.hmu.gr/ and was involving seven participants (four male undergraduate students and three male postgraduate students). Before the experiment, there were four full laboratory academic hour trial sessions where the participants became acquainted with the learning objects. The experiment duration was a full laboratory academic hour which is 45 min. The experiment was divided into two sessions: (a) the learning session mainly supported by the IOLAOS platform and (b) the evaluation session supported by the ARION platform.




5.3. The Learning Session


The seven student participants interacted with the learning objects during the learning session. During their interaction, they created learning session data stored in IOLAOS’s repository in various forms such as video, ASCII files, RDB schema records, and the Learning Recording System L.L. for the xAPI triplets. In detail, the three different learning objects that were used are: (a) the Eurytus software that allows students to learn programming languages and software design patterns, (b) a 3D Educational Game for Recycling, and (c) a picture match memory game all designed and developed at the NILE Laboratory. At run time, these three learning objects have generated xAPI triplets, used the emotions API to identify and store emotions, utilized the IOLAOS’s chat facility to gather user comments, and employed IOLAOS’s repository for learners and learning session information.




5.4. The Evaluation Session


During the evaluation session, the educator used the Arion platform to orchestrate the data produced at the learning session to evaluate the participants’ learning experiences.



Upon completion of the Arion platform scenario for evaluation of the participants’ learning experience, the educator has come up with essential conclusions (see “Result/Deduced Evaluation Statement” section further down) that would be extremely difficult or impossible to assemble with conventional methods. The Arion platform digital tools made it possible to amalgamate multichannel data and made it feasible for important evaluation outcomes to be deducted.



5.4.1. Result/Deduced Evaluation Statement for Figure 13a


“A.Papadakis” Learner at relative timestamp 17.428 s is (a) happy, according to the emotions API, (b) smiles according to the video camera modality, (c) has answered correctly according to the xAPI modality, (d) has matched two pictures at the memory game according to the screen video modality. Chat modality has no record for this timestamp.



Based on the above orchestrated leaner data extracted for the information repository, the learner has achieved the goal of matching two pictures and is happy about that.
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Figure 13. Learner Evaluation with multimodal Data Validation. (a) Arion Evaluation Session for learner “A.Papadakis” happy; (b) Arion Evaluation Session for learner “T.Savvakis”; (c) Arion Evaluation Session for learner “A.Papadakis” disappointed; (d) Arion Evaluation Session for learner “S.Sfakiotakis”. 
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5.4.2. Result/Deduced Evaluation Statement for Figure 13b


“T.Savvakis” Learner at relative timestamp 11.08 min has emptied the blue bin and returned it at its dock station according to the xAPI modality, (b) the screen video modality confirms the xAPI result according to the graphical environment of the game. The chat modality has no record for this timestamp, and the video modality has no record because the emotion at this timestamp was neutral, as confirmed at the camera video modality.




5.4.3. Result/Deduced Evaluation Statement for Figure 13c


“A.Papadakis” Learner at relative timestamp 1.05 min feels (a) disappointment, according to the emotions API, (b) he is unhappy according to the video camera modality, (c) has answered wrong according to the xAPI modality, (d) has chosen two different pictures at the memory game according to the screen video modality. Chat modality has no record for this timestamp.




5.4.4. Result/Deduced Evaluation Statement for Figure 13d


“S.Sfakiotakis” Learner at relative timestamp 0.57 min feels (a) happy, according to the emotions API, (b) smiles according to the video camera modality, (c) has finished a level of the memory game successfully according to the xAPI modality, (d) the level which completed was the level 2 of the memory game according to the screen video modality and finally (e) chat modality confirms the results of the above modalities.



The current state of eLearning is highly fragmented, which in many cases is a very positive reality, offering diversity and multiple capabilities. However, at the same time, it is almost impossible to study the effects and deeply understand the benefits and drawbacks and how to improve each approach. As shown above, ARION combines learning data into simple and understandable forms of information that allow the teacher to come up with a better understanding of the strengths and weaknesses of students, the lesson, and the educational process by providing a critical look at available data with aimed at a substantial improvement of all components of the learning path.






6. Conclusions


Education is an evolving area, and increasing numbers of researchers are studying new pedagogical methods, learning styles, etc. Many new technologies, such as serious games, MOOCs, and technologies for game-based learning, are booming alongside researchers. Based on previous experience with educational technologies such as the IOLAOS platform, the authors have discovered an area with plenty of space for new technologies to aid the education process. That area is more focused on the learning process evaluation as a critical process in education because it aids in preventing issues in the learning process and the appearance of improvements. With that idea in mind, a platform that aims to synchronize media like camera and screen video alongside other data like chat, xAPI data from game-based learning, and emotion data from the analyzed videos was designed and implemented. With all that material now synchronized, a fantastic tool that allows teachers that use the IOLAOS platform to assess and improve the learning process is now available.



In the future, the authors aim to improve the Arion platform in all its aspects. First and foremost, the supported media file types will be expanded to support more. Now, the platform only supports video. The next step is to add audio support and the ability to analyze audio, similar to how other platforms analyze the sound to generate emotion based on it. Furthermore, the platform supports video only through the IOLAOS platform, videos generated from the learning session, and can be camera or screen videos. Having only that way of importing media into the platform makes the platform only accessible to a small number of users. Therefore, the next goal is to make it accessible to a broad range of users and broaden the import options. To achieve this, the authors aim to support third-party platforms such as YouTube and the ability to import user videos. Finally, the U.I. usability will be improved, and specifically, the modalities grid, currently supporting only a maximum of 2 × 3 grids, will be modified into a dynamic grid size.
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Figure 1. ARION System Overview. 
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Figure 2. ARION Component Diagram. 
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Figure 3. Arion Platform login form. 
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Figure 4. Available Classes View. 
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Figure 5. Available Class Learning sessions. 
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Figure 6. Open Studio View. 
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Figure 7. Arion Platform Modalities. (a) Generic View modalities; (b) User Specific Modalities. 
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Figure 8. Open Studio with all the possible modalities. 
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Figure 9. Open Studio with ordered modalities. 
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Figure 10. Camera Video modality with start and end event. 
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Figure 11. Note Creation Modal. 
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Figure 12. Available Notes Modal. 
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