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Abstract: The effectiveness of energy management systems is a great concern for wind–photovoltaic-
storage electric vehicle systems, which coordinate operation optimization and flexible scheduling
with the power grid. In order to save system operation cost and reduce the energy waste caused
by wind and light abandonment, a time-sharing scheduling strategy based on the state of charge
(SOC) and flexible equipment is proposed, and a quantum mayfly algorithm (QMA) is innovatively
designed to implement the strategy. Firstly, a scheduling strategy is produced according to the SOC
of the battery and electric vehicle (EV), as well as the output power of wind–photovoltaic generation.
In addition, the minimum objective function of the comprehensive operation cost is established
by considering the cost of each unit’s operation and electricity market sale price. Secondly, QMA
is creatively developed, including its optimization rule, whose performance evaluation is further
carried out by comparisons with other typical bionics algorithms. The advantages of QMA in solving
the low-power multivariable functions established in this paper are verified in the optimization
results. Finally, using the empirical value of the power generation and loads collected in enterprise as
the initial data, the mayfly algorithm (MA) and QMA are executed in MATLAB to solve the objective
function. The scheduling results show that the time-sharing scheduling strategy can reduce the
system’s cost by 60%, and the method decreases energy waste compared with ordinary scheduling
methods, especially when using QMA to solve the function.

Keywords: microgrid; economic scheduling; clean energy; quantum mayfly algorithm (QMA)

1. Introduction

With the rapid development of the national economy, demand for fossil fuels is
increasing. However, the output of traditional energy is limited, and the utilization of
renewable energy has become the general trend. As new energy sources, wind and light
are widely distributed and can be permanently used. They are characterized by low
cost and strong environmental protection. Nevertheless, there are considerable random
fluctuations of output power due to natural conditions, which affect the security and
stability of the power system after grid connection [1–3]. Therefore, designing a stable
and low-cost scheduling strategy based on the structure of the wind–photovoltaic-storage
electric vehicle complementary power generation system has become a key issue. By
coordinating wind–photovoltaic and flexible devices, we can ensure the reliability of the
system, improve the economy, and increase environmental friendliness [4,5].

In the process of modeling, parameter uncertainty becomes a significant problem that
threatens system security with the increasing scale of the microgrid. In order to solve
this problem, robustness becomes one of the parameters worthy of study [6,7]. The im-
provement of robustness can make the system maintain its balance when it is disturbed,
thereby reducing the loss caused by disturbances [8]. Meanwhile, some other power con-
sumption units are introduced, such as electric vehicles (EVs) and fuel cells, on the basis of
wind–photovoltaic-storage microgrid architecture, which can ensure the system maintains
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a stable operation by interacting power with other components when it is impacted [9,10].
In terms of the objective function, some microgrid systems, including fossil fuels, need to
be considered regarding carbon emissions to reduce the environmental pollution caused by
them [11]. Therefore, multi-objective functions combined with economic objectives and
carbon emissions are established in recent studies. Furthermore, in order to ensure the
normal operation of the microgrid system, it is necessary to ensure power conservation is
met, and power flow constraints, including power flow calculation, should be added to the
scheduling study [12,13]. Additionally, equipment parameters are important constraints to
enable the system to operate under the superior performance of the equipment, thereby
ensuring equipment safety and power quality.

In order to realize the scheduling strategy and accurately find the optimal value
of the objective function, a variety of high-performance intelligent algorithm schemes
based on biological habits are proposed, and verified in specific cases [14–16]. Bionics
algorithms, such as the flying sparrow search algorithm, flower pollination algorithm, and
other heuristic algorithms, are proposed and applied to practical problems [17–19]. Among
them, as a new bionics algorithm, the mayfly algorithm (MA) has better optimization
performance than the traditional intelligent algorithms. The integration of the advantages
of various algorithms has significantly improved the optimization process in terms of speed
and accuracy [20]. However, when it comes to high-dimensional complex problems, it is
still difficult to jump out of local optimal regions simply by relying on its own mechanism,
and the convergence accuracy of the algorithm is not high enough because the step size of
the mayfly is too short when it moves. Based on the above shortcomings, logistic mapping
is used to improve the optimization ability of mayfly individuals [21,22], or the learning
factor is changed to improve the degree of self-adaptation [23].

In order to describe the research status of microgrid scheduling and its characteristics
more clearly, the studies conducted for our paper, and other related studies, are summarized
in Table 1, which is represented as follows:

Table 1. Comparison of relevant studies.

Number EV Robustness Algorithm Pollution Market Remark

[6]
√ √

ANN-based scheduling control approaches
[7]

√ √
Proposes a robust model predictive control approach

[9]
√ √ √

Addresses the uncertainty of PV output and EV charging
[10]

√
Solves the sub-problems with fitted Q-iteration

[11]
√ √ √

Uses improved algorithm to mine magnesium energy
[12]

√
Introduces a non-cooperative framework

[17]
√

Improvements and comparisons of algorithms
[18]

√ √ √
Uses ASAPSO algorithm in multi-objective optimization

[19]
√ √ Plans two-stage form of multi-energy

supply optimization
This

paper
√ √ √

Improves MA algorithm and designs a scheduling model

Through the above table, it can be seen that the robustness and stability of the system
are studied by some scholars. In these studies, robust model predictive control (RMPC)
and other methods are used to deal with the uncertainties of renewable energy. In the
microgrid system containing fossil energy, reducing carbon emissions is also an important
issue that needs to be solved to improve the environmental protections of the system.
More studies focus on the microgrid system containing EVs, namely the EVs charging
and discharging states, as well as the stability of the EVs themselves.However, it is also
worth studying how to interact with the microgrid while ensuring its stable operation.
Meanwhile, some studies are aimed at improved algorithms, which have been greatly
modified in optimization rate, convergence, and escape from local deadlock; however, there
is still room for further improvement. Therefore, the problems that are concentrated on in
this paper are represented as follow:
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(1) The EV is taken as one of the dispatching objects, and its interaction state with the
microgrid is judged according to its SOC. The microgrid system is able to make full use of
power in this measure.

(2) The QMA algorithm raised in this paper is compared with the moth–flame opti-
mization (MFO), grey wolf optimize (GWO), particle swarm optimization (PSO), whale
optimization algorithm (WOA), sine cosine algorithm (SCA), and MA to verify its advan-
tages, and is applied to the solution of the objective function.

The rest of the paper is organized as follows: The structure model of the microgrid
is established in Section 2. Meanwhile, the scheduling strategy of each unit, as well as
the objective functions with constraint conditions of economic dispatching regarding the
microgrid, are established. In Section 3, the operation rules of the QMA are analyzed,
and the comparison between various intelligent algorithms is realized. The algorithms
are combined with the objective function in Section 4, and the economic scheduling of
the microgrid in a specific area is carried out according to the actual situation. Section 5
summarizes the content and contributions of this paper, and puts forward prospects for
future studies.

2. Microgrid Structure and Dispatching Strategy
2.1. Microgrid Structure

The model of the wind–photovoltaic-storage electric vehicle microgrid system is
shown in Figure 1. Power output can be achieved by wind turbines and photovoltaic gen-
erations, while the load can only consume power. As flexible equipment, the consumption
and production of electric energy can be realized by EVs and batteries. Meanwhile, energy
interaction can be implemented by the accession of the microgrid to the main grid .

220V bus Pload

PEV PX PwyPvy

DC/AC

Pgrid

Power flow 
DC/AC DC/AC

Pwaste
Pwaste

Figure 1. The model of wind–solar-storage electric vehicle microgrid system.

2.2. Scheduling Strategy Research

In this paper, in order to minimize the overall cost by dispatching each generation
unit, the following requirements should be met in the scheduling strategy to ensure power
supply reliability:

(1) Maximize the utilization of wind and photovoltaic power generation, and maximize
their output through reasonable scheduling;

(2) Minimize the redundant power generated by wind and photovoltaic units to avoid
energy waste;

(3) The difference between wind–photovoltaic generation and the power consumption
of the load depends on the energy interaction with batteries, EVs, and the main grid,
and whether this can meet power balance constraints.The comprehensive cost can be
further reduced to achieve economic optimization by selling electricity to the main
grid and EVs.
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In order to achieve the above requirements, the dispatching strategy aiming at the
system economy is designed as follow: The output of wind power and photovoltaic
generations are coordinated, and participate in the dispatching according to the state of the
battery and EV on charge. Finally the power balance is realized through the interaction
process with the main grid.

a. Wind and photovoltaic generation
The empirical output value of wind and photovoltaic generation is taken as the actual

output power, and the scheduling is carried out after increasing the cost of wind and solar
abandoning in order to reduce energy waste. The output power of wind and photovoltaic
generation after dispatching is compared with the empirical value. If the output power is
lower than the empirical value, the output power after dispatching can be used; otherwise,
the empirical value has to be maintained.

b. Battery generation
Since photovoltaic and wind generation is affected by daily environmental changes,

the charging and discharging process of batteries can meet the demand. According to
power load trends within 24 h, power supply states are divided into peak, normal, and
valley periods. Charging and discharging strategies are adopted based on the current
period and the battery state of charge (SOC). The specific process is shown in Figure 2.

Test SOC of battery
Determine current 

time range
Peak period

ordinary period valley period 
SOCX<SOCX,min chargingyes

SOCX>SOCX,max

no

no  dischargingyes

SOCX<SOCX,min SOCX>SOCX,max dischargingno

not participate 
in schedulingyes

not participate 
in schedulingyes

charging

no discharging
or

charging

Figure 2. The scheduling strategy of battery generation.

According to Figure 2, charging and discharging can be carried out only if the battery
SOC is within a certain range. When the charging and discharging standard is reached by
the battery, the interactive state is judged according to its SOC value and the time period.
Thereby, the charging and discharging power is calculated. The specific calculation method
is provided as follow:

Pbess(t) = SOCx(t)Cx (1)

where the charging and discharging power of battery at time T is described as Pbess(t). The
SOC of the battery at time T is shown as SOCx(t), which is the scheduling target of the
battery. The rated capacity of the battery collected from empirical data is defined as Cx.

c. Electric vehicle
The output of an EV can be judged according to its SOC. If the SOC can maintain

the normal operation of the vehicle, the power is outputted to the system; otherwise, the
system’s power is consumed. The flow is expressed in Figure 3.
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Set total power 
of EV

SOCEV,min<SOCEV<SOCEV,max

Output 20 percent 
of total poweryes

SOCEV<SOCEV,min

no

Absorb 30 percent 
of total power Output 60 percent 

of total poweryes no

Figure 3. The scheduling strategy of EV.

Similar to battery scheduling, the output state of EVs can be judged according to their
SOC. The output of the SOC after scheduling, according to the idea shown in Figure 3, can
be used for further calculations, and the specific expression is represented as follows:

Pev(t) = SOCe(t)Ce (2)

where interactive power between EVs and the microgrid at time T is given as Pev(t). The
SOC of the EV at time T is shown as SOCe(t), and the fixed capacity of EV is expressed
as Ce.

2.3. Expression Construction
2.3.1. Objective Function

In this paper, objective functions are established for the economy of the wind–photovoltaic-
storage electric vehicle microgrid system under a grid-connected operation. Consider the
operation, maintenance, and investment cost of each unit in a system, and the cost of grid
sales and purchases. Meanwhile, taking into account the operating costs of EVs and the cost
policies issued by the government for new energy, the optimization goal can be achieved
through relevant scheduling. The expression is as follows:

Minimize F(x) = Fwv + Fx − FG − FEV + FBT (3)

where the operation and maintenance costs of wind and photovoltaic generation are repre-
sented as Fwv. The power generation and investment costs of the battery are determined as
Fx. The power grid sales and purchase costs are simplified as FG. The operating costs of
EVs and policy expenses related to new energy power generation are given as FEV and FBT .
The decision variable of the objective function is the output power of each unit, which is
the real number. Moreover, the specific coupling relationships between decision variables
and objective functions (3) are shown in subsections a–e.

a. Wind and photovoltaic generation
The equipment loss, manual repair, and operating reserve storage costs are included

in Fwv, which can be expressed as follows:

Fwv =
T

∑
t=1

CwPw f (t) +
T

∑
t=1

CvPv f (t) + FRE (4)

where the operation and maintenance cost coefficients of wind and photovoltaic generation
are defined as Cw and Cv, respectively. These coefficients are based on the ratio of the
total operation and investment costs of the equipment to the total annual generated power
within a year obtained in enterprise. The output power of wind and photovoltaic power
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generation is computed as Pw f and Pv f , respectively. The operating reserve storage cost is
simplified as FRE, which can be expressed as follows:

FRE = CRE[Pv f (t) + Pw f (t)] (5)

where the operating reserve storage cost coefficients of wind and photovoltaic generation
are given as CRE.

b. Battery generation
In Equation (6), Fx consists two parts, which are the acquisition and maintenance costs

of batteries. The acquisition cost is converted into each work process, and the specific
expression is calculated as follows:

Fx =
FcapC

PbessTn
|

T

∑
t=1

Pbess(t)|+
KoPbess,max

365
+ KM

1
∆t

Pbess(t)∆t (6)

where the acquisition cost and depreciation coefficient are defined as Fcap and C, respec-
tively. The annual operating cost coefficient and hours are represented as Ko and Tn,
respectively. Pbess and Pbess,max are battery-rated power and maximum charge and dis-
charge power, respectively. Meanwhile, the maintenance cost coefficient is described as KM,
and the duration from the beginning to the end of charging and discharging the battery is
shown as T.

c. Interaction with main grid
The microgrid system can interact with the main grid when the power is vacant or

redundant. When the interactive power is positive, the power is purchased from the main
grid; otherwise, the interaction cost FG is the sum of the two. The equation is simplified
as follows:

FG =
24

∑
t=1

Pgrid(t)Cprice,grid (7)

where Pgrid(t) refers to interactive power with the main grid, and the time-sharing sale and
purchase price of the main grid is expressed as Cprice,grid.

d. Policy of government
Subsidies are paid for wind and photovoltaic generation, which encourage companies

to adopt new sources of electricity. Meanwhile, fees are charged for energy waste to reduce
the energy loss caused by wind and solar discarding. The formula is computed as follows:

FBT =
T

∑
t=1

Cq[Pwy(t) + Pvy(t)− Pwy(t)− Pvy(t)]− Sbt (8)

where the wind and solar discarding coefficient is given as Cq and Sbt, which represents
the government subsidy. The actual utilization power of wind and photovoltaic generation
is determined as Pwy(t) and Pvy(t), respectively.

e. Electric vehicles
As a client device, the cost of selling and purchasing power to the microgrid is mainly

included in the cost of EVs. The specific expression is given as follows:

FEV =
24

∑
t=1

PEV(t)Cprice,EV (9)

where the electricity purchase price of an EV is defined as Cprice,EV .

2.3.2. Constraint Condition

In order to ensure the safe and stable operation of the grid system, the power balance
should be regarded as the basic constraint condition, and the output power and SOC of
flexible devices should be limited to ensure the normal operation of equipment.
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a. Power balance
In any period of time, all output, load, flexible device charging and discharging, and

interaction powers between the microgrid system and the main grid should be kept in
balance, and the constraint equation is given as follows:

Pwy(t) + Pvy(t) + Pgrid(t) + Px(t) + PEV(t) = Pload(t) (10)

where Px is the charging and discharging power of the battery, and the total load is
expressed as Pload.

b. Wind and photovoltaic generation
Due to the limitations of the equipment parameters, the output power of wind and

photovoltaic generation is within a certain range. Meanwhile, in order to ensure the normal
operation of the system when the power required surges, it is necessary to add operating
reserves. In detail, 30% of power generated by wind and photovoltaic power generation is
stored, and the rest is the maximum power supplied to the system. Furthermore, the change
of power in each time period should also be constrained in a certain range. Therefore, the
relevant constraints are set as follows:

0 ≤ Pwy(t) ≤ 0.7Pw f (t)

0 ≤ Pvy(t) ≤ 0.7Pv f (t)

Rw−downδt ≤ δPw ≤ Rw−upδt

Rv−downδt ≤ δPv ≤ Rv−upδt

(11)

where the adjustable power amplitude of wind and photovoltaic generation in a certain
period is represented as δPw and δPv, respectively. The downward climbing rate of wind
and photovoltaic generation during adjustment is expressed as Rw−down and Rv−down, re-
spectively. Meanwhile, Rw−up and Rv−up give the upward climbing rate for wind and
photovoltaic generation during adjustment, respectively. The adjustment time is repre-
sented by δt.

c. Flexible generation
Batteries are not only constrained by power, their safety performance and service life

are affected by their SOC , and the operation of an EV is also affected by its SOC. Specific
conditions are simplified as follows:

SOCemin ≤ SOCe(t) ≤ SOCemax
SOCxmin ≤ SOCx(t) ≤ SOCxmax

0 ≤ Pbess,t(t) ≤ Pbess,max

(12)

SOCemin, SOCxmin, SOCemax, and SOCxmax are the upper and lower limits of their SOC.
In addition, to ensure the safe and stable operation of batteries, the charging and

discharging rates should be controlled within a certain range. The specific constraints are
shown as follows:

δSOCx ≤ 0.2 (13)

where the adjustable range of a battery’s SOC in each period is expressed as δSOCx.

3. Improved Mayfly Algorithm
3.1. Traditional Mayfly Algorithm

The MA is a bionics algorithm derived from the social behavior of the mayfly. Inspired
by the movement mode and reproduction process of female and male populations, the op-
timal and suboptimal individuals in each population are selected. Meanwhile, the optimal
offspring generation is obtained through mating between the optimal male and female indi-
viduals, and the suboptimal offspring generation is obtained in the same way. The direction
of movement of each mayfly is influenced by the dynamics of individual and collective
optimal positions, and female mayflies target male mayflies towards their positions.
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a. The movement of male mayfly
The flight mode of male mayflies is similar to the movement mode of birds in a particle

swarm algorithm, and the direction and distance of male mayflies are adjusted according
to their own flight experiences and that of individuals around them. The specific method is
shown as follows:

xn+1
i = xn

i + vn+1
i (14)

where xn
i and vn

i are the current position and speed, respectively, of the male mayfly i on
the nth search. The values are calculated as follows:

vn+1
ij = vn

ij + α1e−βl2
p(p

bestj
i
− Xn

ij) + α2e−βl2
g(g

bestj
i
− Xn

ij) (15)

Because male mayflies perform a dance on the surface of water to attract females,
the position of the male mayflies is constantly changing, meaning they do not build a
high speed. vn

ij is the speed of the nth search of the mayfly i at j dimension, and xn
ij is

the position at that time. α1 and α2 are estimated from the positive attraction coefficients
of social interaction, and β is the visibility coefficient of the mayfly. Meanwhile, the
optimal locations of the individual and collective mayflies are expressed as p

bestj
i

and g
bestj

i
,

respectively. Additionally, the distances from current position to p
bestj

i
and g

bestj
i

are defined

as lp and lg, respectively, and are calculated as follows:

‖xi − Xi‖ = 2

√√√√ n

∑
j=1

(xij − Xij)2 (16)

For the best mayfly in the population, a fixed dance pattern is needed to be maintained.
Meanwhile, a random element is introduced to ensure that the speed is constantly changing.
The calculation is described in this case as follows:

vn+1
ij = vn

ij + d× r (17)

where the dance coefficient is simplified as d, and r is the random natural number within
[−1, 1].

b. The movement of female mayfly
The movement of the female mayfly depends on the attraction of the male mayfly, and

their position renewal depends on the increase of speed, which can be expressed as follows:

yn+1
i = yn

i + vn+1
i (18)

The speed update is a certain process, which means that in order to ensure the quality
of offspring, the best female needs to be attracted by the best male, the second-best female
by the second-best male, and so on. The speed update expression is given as follows:

vn+1
ij =

{
vn

ij + α2e−βl2
f (xn

ij − yn
ij)

vn
ij + g× r

(19)

where the position of the female mayfly is expressed as yn
ij, the random walk coefficient of

the female mayfly is represented as g, and l f is determined by the distance between the
male and female mayflies.
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c. The mating of male and female mayflies
In the process of parent mating, the optimal and suboptimal individuals in the male

and female populations should be selected for mating and reproduction based on their
fitness functions. The results of interbreeding, which produces the optimal and suboptimal
offspring, are calculated as follows:{

o f f spring1 = L×m + (1− L)× fm
o f f spring2 = L× fm + (1− L)×m

(20)

where the male and female in the parent generation are represented as m and fm, respec-
tively, and L is a random natural number within a specific range.

3.2. Ma with Quantum Idea

The traditional MA can find the optimal value in a single-peak function accurately by
taking advantage of the characteristics in mayfly reproduction. However, with regard to the
large population and complicated process, the search speed is slow and the convergence
is not fine. Meanwhile, it is easy to fall into local deadlock when dealing with multi-peak
functions. Therefore, the quantum idea is introduced on the basis of a traditional MA,
thereby forming the QMA. Because the position and velocity of the mayfly cannot be
determined simultaneously in quantum space, the wave function is used to represent the
position of the mayfly, and the Monte Carlo method is used to solve the problem. The
particle update expression is shown as follows:

mbestn = 1
N ∑a

i=1 Pbestn
i
(i = 1 . . . n)

Pt
i = γ× Pbestn

i
+ (1− γ)× gn

best

Xn+1
i = Pn

i ± ε|mbestn − xn
i | log 1

a

(21)

where the numbers of individuals and iterations are represented as N and n, respectively.
mbestn is the average historical optimal position of the male mayfly, and Pn

i is obtained from
the updated position of the ith male mayfly in the nth iteration. r and a are uniformly
distributed values within (0,1), and c is the final random motion parameter.

The execution steps of the QMA are given as follows:
Step 1: Initialize the positions of the female and male mayflies in the space.
Step 2: Calculate the average optimal location mbest of the male mayflies according to

the first equation of (21).
Step 3: Calculate the fitness value and sorting according to Formula (3), and compare

with the previous iterative value. If the current function value is less than the previous
iteration, the current mayfly position is updated for the individual optimal position, other-
wise it keeps the previous iteration. Hence, the optimal male individual pbest and collective
locations gbest are obtained.

Step 4: Calculate the new positions of the female and male mayflies according to
Formula (18) and the second equation of (21), respectively, and mate in sequence.

Step 5: Calculate the fitness function and update pbest and gbest.
Step 6: Repeat Step 2 to 5 until the stop condition is met.
The QMA flow chart is shown in Figure 4.
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Figure 4. The flow chart of QMA.

3.3. Performance Analysis of Qma

In order to verify the superiority of the QMA, the single-peak and multi-peak functions
are tested by MFO, GWO, PSO, WOA, SCA, MA, and QMA in this section. We combine the
biological habits and existing literature on each algorithm, and the initialization parameters
and test functions are shown in Tables 2 and 3, respectively. Meanwhile, to ensure the
effectiveness of the comparison results, the number of biological populations in all bionics
algorithms is set as 10. The function expression is represented by Fun, and the expression
dimension is expressed as Dim. Lb and Ub are the upper and lower boundaries of the
variables, respectively.

Table 2. Algorithm parameters.

Type Parameters Value Parameters Value

QMA/MA

Mutation rate rm 0.01 Personal learning
coefficient ln

1

Global learning coefficient lg 1.5 Inertia weight w 0.8

Distance sight coefficient d 2 Nuptial dance
coefficient n 5

Random flight coefficient r 1 Damping ratio da 0.99

WOA Inertia weight a 20→0 Inertia weight a1 −10→−20
MFO Maximum weight amax −1 Minimum weight amin −2
GWO Inertia weight amax 20 Minimum weight amin 0
SCA Inertia weight amax 2 Minimum weight amin 0

PSO
Maximum velocity vmax 6 Minimum velocity vmin −6
Maximum weight wmax 0.9 Minimum weight wmin 0.2

Inertia weight c 2 Inertia weight c1 2
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Table 3. Test functions.

Number Function Dim Lb Ub Iteration

F1 f(x) = ∑n
i=1 x2

i 30 −100 100 1000
F2 f(x) = An + ∑n

i=1[x
2
i − Acos(2πxi)] 30 −5.2 5.2 1000

Sphere function is represented as F1, which is a typical single-peak function. The
optimization time and local search ability of the algorithm can be effectively verified in this
type of function. The Rastrigrin function is simplified as F2, and the validity of breaking
away from local deadlock in the algorithm can be proved in this multi-peak function.
The performances of different optimization algorithms in solving these two functions
are expressed in Table 4. The iteration curves of these functions run once are shown in
Figures 5 and 6.

Table 4. Comparison results in different algorithms.

Number Type MFO WOA SCA GWO PSO MA QMA

F1
Average 5693.2166 1382.2805 4.6177274 0.2631747 0.01161598 5.10 × 10−8 7.51 × 10−9

Var 44,354,655.8 1,791,398.94 309.74423 0.17328 0.00112851 1.92 × 10−15 3.33 × 10−16

STD 6659.92911 1338.43152 17.599552 0.4162691 0.03359328 4.38 × 10−8 1.83 × 10−8

F2
Average 197.08007 109.26403 31.40007 37.90619 132.70364 33.91202 20.92731

Var 2051.98830 6157.62175 772.52064 171.00581 1369.34713 114.93251 39.28933
STD 45.29888 78.47052 27.79426 13.07692 37.00469 10.72066 6.26812
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Figure 5. The optimization of algorithms using Sphere function.
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As can be seen from the Figures and Table, the average value, variance, and standard
deviation of the different algorithms after 30 iterations in solving functions are different.
The optimal value can be found quickly in the WOA, MFO, and GWO algorithms once
they get rid of local deadlock when solving multi-variable functions. However, it is easy
for them to fall into a local optimum, which is greatly affected by the number of iterations
and randomness. Hence, it is not suitable for these algorithms to solve such functions.
Compared with the SCA, PSO, and MA algorithms, although the convergence speed is not
fast as the above algorithms, the rate is stable, and it is not easy to get into local deadlock.
They have good performance in solving multi-variable lower-power functions, and MA
has the most stable optimization rate among them. On the basis of MA, the stability of
optimization is improved further in the QMA, and the optimal solution of the objective
function can be found better in it. In the function where the optimal value is zero, the
optimal value found by the QMA in the optimization process is lower than other algorithms,
and the performance is more stable with little variance. In the scheduling problem of the
microgrid, many variables are obtained in an economic objective function, and the stability
of optimization is needed to ensure this. Hence, it is suitable for the QMA to find the
optimal value of the economic scheduling function based on the microgrid established in
this paper.

4. Simulation Analysis of Microgrid

Entering into cooperation with an enterprise, a typical winter day in the region where
the enterprise is located is taken as an example to make economic scheduling. The actual
data, such as wind–photovoltaic power and residential electricity consumption obtained
from enterprise, are input as empirical values. Based on the economic scheduling objective
function of the wind–photovoltaic-storage electric vehicle microgrid established in Section 2,
the QMA and MA algorithms are used to solve it. The algorithms are invoked, combining
with the microgrid economic objective function, and the number of the population in
the algorithms is set as 100 after several simulations. In this condition, the objective
function the algoriths can commendably solve the problems regarding optimization speed
and convergence. Hence, the output power of each unit within 24 h is obtained. The
output empirical values of wind and photovoltaic generation collected from enterprise are
expressed in Figure 7, and the empirical values of residential electricity consumption are
shown in Figure 8.
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Figure 7. Empirical values of wind and photovoltaic generation.
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Figure 8. Empirical values of fixed load.

Under the load conditions, the optimization algorithms are used in this paper to find
the minimum output cost under the condition of maintaining the security and stability
of the system. Combined with empirical data obtained from the enterprise, the status
of various components in the microgrid and the equivalence coefficient are shown in
Tables 5 and 6. The related parameters of the time-of-use price are shown in Table 7.

Table 5. Status of various components in the microgrid.

Type Maximum Output Power/kW Maximum Ramp/kW (Min, Max) SOC

Wind generation 810 50 \
Photovoltaic generation 100 50 \

Battery 1000 200 0.3,0.7
Charging power of EV 120 \ 0.3,0.7
Main grid transmission 1000 \ \

Table 6. Equivalence coefficient.

Parameters Value

Photovoltaic generation operation and maintenance coefficient (RMB/kW) 0.0096
Wind generation operation and maintenance coefficient (RMB/kW) 0.0296

Battery annual operating cost factor (RMB/kW) 50
Battery maintenance cost factor (RMB/kW) 0.813

Battery depreciation factor (RMB/kW) 0.005
Battery annual operating hours (hours) 50

Battery investment cost (RMB/kW) 5000
Wind and light abandoning coefficient (RMB/kW) 0.025

Government subsidy (RMB/kW) 50
Operating reserve storage cost coefficient (RMB/kW) 0.002

Table 7. Market parameters.

Selling Object Time Price (RMB)

EV 0:00–24:00 0.5

Load

0:00–7:00 0.49
7:00–10:00 0.83
10:00–14:00 1.1
14:00–19:00 0.83
19:00–22:00 1.1
22:00–24:00 0.49
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When MA and QMA are used to solve the objective function, the SOC of the bat-
tery and EV are shown in Figures 9 and 10, respectively . The recharging of the battery
is represented as an increase in SOC; otherwise, the battery delivers power to the grid.
When the SOC of the battery is between 0.3 and 0.7, it can maintain its operation in the
best condition. Taking Figure 10 as an example, when QMA is used to solve the system
objective function, the battery is charged in three time periods: 1:00–2:00, 15:00–16:00, and
23:00–24:00. Meanwhile, discharge is performed in four time periods: 10:00–12:00,
14:00–15:00, 18:00–19:00, and 20:00–21:00. The rest of time, the battery remains neither
charged nor discharged. Furthermore, if there is more than one EV in the area, their SOC is
not continuous with great fluctuations, and they can operate normally when the SOC is
within the range of 0.3 to 0.7.
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Figure 9. The battery and EV SOC under the objective function solving by MA.
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Figure 10. The battery and EV SOC under the objective function solving by QMA.

The output of each unit when MA and QMA solve the objective function is repre-
sented in Figures 11 and 12, respectively. The load power curve is the absolute value of
consumed power.

Abundant power is generated by wind turbines within 0:00 to 4:00, and the microgrid
consumes redundant power by interacting with the main grid. From 4:00 to 11:00, the
output power of wind–photovoltaic generation and EVs supplies power to load; meanwhile,
the redundant power is consumed by the main grid. From 11:00 to 16:00 is the peak period
of electricity consumption. During this time, almost all power generation is used to
maintain the power required by load. The load demand gradually decreases from 16:00 to
18:00 and reaches the peak again from 18:00 to 21:00. In this period, wind generation and
EVs are in a power output state, while photovoltaic generation occasionally outputs power,
and the interaction with the main grid absorbs or transfers power to the main grid as the
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load requires. Finally, load demand drops from 21:00 to 24:00, and wind generation and
EVs mainly send out power and feedback to the main grid.
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Figure 11. The output of each unit under the objective function solving by MA.
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Figure 12. The output of each unit under the objective function solving by QMA.

When the output power is at 10% of its maximum capacity it is stored by the battery,
and the wind–photovoltaic generation produces power according to the empirical value.
The operation cost of the microgrid is shown in Figure 13; furthermore, the operation cost
of the microgrid obtained by solving the objective function using the scheduling strategy
in Section 2 is shown in Figure 14.

The results of the value and standard deviation of MA and QMA after 100 and
500 iterations are shown in Table 8. In terms of these results, the operating costs under
the empirical value are higher than the costs after participating in scheduling according to
the strategy. Moreover, the optimization rate of QMA is higher than that of MA, and the
optimal solution found by the improved algorithm after 500 iterations is obviously better
than the solution obtained before the improvement.
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Figure 13. Microgrid operation cost utilizing regular scheduling mode.
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Figure 14. Microgrid operation cost after time-sharing scheduling.

Table 8. The cost of microgrid.

Type Iterations
Time-Sharing Scheduling Normal Scheduling

QMA MA QMA MA
100 500 100 500 100 500 100 500

Mean(RMB) 1460.53 1310.10 1498.17 1328.32 3078.50 3073.22 3098.10 3093.96
Var 833.71 718.22 3080.84 761.05 23.83 9.13 6.14 5.76
STD 28.87 26.79 55.50 27.58 4.88 3.02 2.47 2.40

In summary, the scheduling strategy provided in this paper can effectively improve the
economy of the microgrid system, and the improved QMA has a high level of superiority
when solving the objective function.

5. Conclusions

According to the operation state of a wind–photovoltaic-storage electric vehicle micro-
grid connected to the grid in a certain area, a time-sharing scheduling strategy is designed
in this paper; furthermore we established the minimum cost objective function according to
economic requirements and constraints, such as wind and light abandonment. Meanwhile,
a QMA algorithm is innovatively proposed and applied to the solution of the objective
function. In summary, the main conclusions of this paper are expressed as follows:

(1) The SOC of the EV and battery is taken as a scheduling object, and it is scheduled in
combination with the current period, thereby obtaining the interaction power between
the flexible equipment and microgrid. Furthermore, the output power of wind and
photovoltaic generation is limited within the empirical value and, accordingly, the
energy waste caused by wind and light abandonment is reduced. This scheduling
method not only reduces energy waste but also decreases the system cost by about
60%;

(2) On the basis of the MA, the quantum idea is introduced, and the QMA is proposed.
Comparing the performance of the QMA with six other intelligent algorithms in
typical functions optimization, the superiority of the QMA is clearly seen. Meanwhile,
the QMA is applied to the objective function established in this paper. The cost of the
system can be reduced by about 2%, which is considerable for the microgrid system.

In future research, new energy devices need to be taken into account, and the robust-
ness of the system should also be paid attention to because of the increasing complexity of
the system. Meanwhile, in order to make managers more intuitive, namely to understand
the operation state of the system, the connection between information management and
the physical layer should be strengthened. It is necessary to study the use of hierarchi-
cal scheduling, source and charge interactions, and other methods to meet the needs of
different managers.
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Acronyms
The following acronyms are used in this paper:

MA Mayfly algorithm
QMA Quantum mayfly algorithm
MFO Moth–flame optimization
GWO Grey wolf optimizer
WOA Whale optimization algorithm
SCA Sine cosine algorithm
PSO Particle swarm optimization
EV Electric vehicle
SOC State of charge
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