friried applied
e sciences

Article

Hybrid Techniques for Diagnosis with WSIs for Early Detection
of Cervical Cancer Based on Fusion Features

Badiea Abdulkarem Mohammed *(, Ebrahim Mohammed Senan 2-3(%, Zeyad Ghaleb Al-Mekhlafi 40,
Meshari Alazmi 4, Abdulaziz M. Alayba 40, Adwan Alownie Alanazi 4, Abdulrahman Alreshidi 4

and Mona Alshahrani °

check for
updates

Citation: Mohammed, B.A.; Senan,
E.M.; Al-Mekhlafi, Z.G.; Alazmi, M.;
Alayba, AM.; Alanazi, A.A.;
Alreshidi, A.; Alshahrani, M. Hybrid
Techniques for Diagnosis with WSIs
for Early Detection of Cervical
Cancer Based on Fusion Features.
Appl. Sci. 2022, 12, 8836. https://
doi.org/10.3390/app12178836

Academic Editor: Michat Strzelecki

Received: 13 August 2022
Accepted: 31 August 2022
Published: 2 September 2022

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

Department of Computer Engineering, College of Computer Science and Engineering, University of Ha'il,

Ha’il 81481, Saudi Arabia

Department of Computer Science & Information Technology, Dr. Babasaheb Ambedkar Marathwada

University, Aurangabad 431004, India

Department of Computing and Artificial Intelligence, Modern Specialized College for Medical and Technical

Sciences, Sana’a, Yemen

Department of Information and Computer Science, College of Computer Science and Engineering, University

of Ha’il, Ha’il 81481, Saudi Arabia

5 National Center for Artificial Intelligence (NCAI), Saudi Data and Artificial Intelligence Authority (SDAIA),
Riyadh 12391, Saudi Arabia

*  Correspondence: b.alshaibani@uoh.edu.sa

Abstract: Cervical cancer is a global health problem that threatens the lives of women. Liquid-based
cytology (LBC) is one of the most used techniques for diagnosing cervical cancer; converting from
vitreous slides to whole-slide images (WSIs) allows images to be evaluated by artificial intelligence
techniques. Because of the lack of cytologists and cytology devices, it is major to promote automated
systems that receive and diagnose huge amounts of images quickly and accurately, which are useful
in hospitals and clinical laboratories. This study aims to extract features in a hybrid method to obtain
representative features to achieve promising results. Three proposed approaches have been applied
with different methods and materials as follows: The first approach is a hybrid method called VGG-16
with SVM and GoogLeNet with SVM. The second approach is to classify the cervical abnormal cell
images by ANN classifier with hybrid features extracted by the VGG-16 and GoogLeNet. A third
approach is to classify the images of abnormal cervical cells by an ANN classifier with features
extracted by the VGG-16 and GoogLeNet and combine them with hand-crafted features, which are
extracted using Fuzzy Color Histogram (FCH), Gray Level Co-occurrence Matrix (GLCM) and Local
Binary Pattern (LBP) algorithms. Based on the mixed features of CNN with features of FCH, GLCM,
and LBP (hand-crafted), the ANN classifier reached the best results for diagnosing abnormal cells
of the cervix. The ANN network achieved with the hybrid features of VGG-16 and hand-crafted an
accuracy of 99.4%, specificity of 100%, sensitivity of 99.35%, AUC of 99.89% and precision of 99.42%.
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1. Introduction

Cancer is the deadliest lesion in humanity in the 21st century, and it is due to the devel-
opment of abnormal and random cells. Cancer kills about 9.6 million people annually [1].
Cervical cancer is a common type of cancer among women, as it is the fourth type of cancer
that affects women. Human papillomavirus (HPV) is the main cause of cervical cancer,
accounting for about 95% of infections. HPV is a common germ in the reproductive system;
therefore, cervical cancer is associated with HPV viral infection. In addition, women most
at risk of cervical cancer are those infected with HIV [2]. Early diagnosis of cervical cancer
is very important for a cure, especially in the first stage. The stages of its development differ
from one woman to another, according to the immune system, the speed of their reception
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of diagnosis and treatment, and their age. Cervical cancer spreads to areas surrounding the
uterus, such as the vagina, in the second stage, and there is still a high chance of treatment
because it is trapped in the pelvis. In the third stage, it spreads to the lymph nodes of the
pelvis and the lower area of the vagina and causes swelling of the kidneys, and the chance
of survival is reduced at this stage. If cervical cancer is not treated, it will spread outside the
pelvis and reach the bladder and other parts of the body, and this is the fourth stage, which
is difficult to treat and leads to death [3]. There are many modern techniques for conducting
examinations, such as LBC, computer microscopy, automated examination devices, digital
colposcopy and HPV testing. When performing smears from the cervical, which are then
placed on slides from glass, the required cells will mix blood, secretions and debris, and
therefore the analysis and diagnosis process is poor. However, LBC technology solves this
challenge, preserves the cells of interest, removes blood, secretions and debris, and is one
of the most used techniques for cervical cancer screening [4]. LBC plays an essential role in
detecting abnormal cells in the cervix and controlling the development of cervical cancer.
When an LBC slide is magnified to 400 x under a microscope, this magnification results
in thousands of cells in each slide that microcytologists must examine [5]. Because of the
lack of health care resources, the examination is limited to a specific number of slides per
day. However, LBC analysis requires highly experienced doctors to diagnose abnormal
cervical cells accurately. Examination of slides is a tedious task and takes a long time, and
the different diagnoses and the differing opinions of doctors worsen the patient’s health
and lead to death [6,7]. Thus, the use of artificial intelligence to diagnose abnormal cells of
cervical cancer solves the shortcomings of manual diagnosis. The glass slides are converted
into whole-slide images (WSIs) by scanning the slides’” digital signals. Thus, automated
analysis with the help of artificial intelligence techniques for WSIs is an efficient way to
help pathologists identify abnormal cells [8]. Because of the similar and complex features of
cervical cells and the necessity to achieve satisfactory accuracy, deep learning models have
the great potential to improve the analysis and diagnosis of cervical cancer. Deep learning
is distinguished by its high ability to identify patterns, extract high-level representative
features from a large data set, extract interrelationships between complex features, and
extract and identify ambiguous features that are difficult for experts and specialists to
perceive [9]. Because of the similarity of features between cervical cancer types, this study
aims to extract the features using deep learning, fuse with the features of other algorithms
and diagnose them by neural network.
The main contributions to this study are as follows:

e  Application of PCA algorithm to reduce features produced using CNN models in all
the proposed methods.

e  Application of the hybrid techniques, namely VGG-16 + SVM and GoogLeNet + SVM
to diagnose WSIs of abnormal cells in the cervix.

o  Combining the features of the VGG-16 with the GoogLeNet. Then classifying them
using an ANN classifier to diagnose WSIs of abnormal cells of the cervix.

e  Diagnosis of cervical abnormal cell images by ANN with the fusion features technique
that combines the features of VGG-16 and GoogLeNet separately and fuses them with
the Handcrafted features.

The rest of this study is organized as: Section 2 discusses a group of related papers.
Section 3 presents methods for analyzing WSIs of abnormal cells of the cervix. Section 4
summarizes the results of the systems. Section 5 discusses the performance of the systems.
Section 6 concludes the study.

2. Related Work

This section reviews a set of research papers on the diagnosis of WSIs to detect
abnormal cells of the cervix.

ZIQUAN et al. designed an effective framework with a lightweight INCNET network.
The network extracts features inside the cell through multi-range connections to collect
features. The network achieved an AUC of 87.2% [10]. Rohit et al. presented the SUGENO
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Fuzzy Integral system that collects the results of three CNN models. The system works
to observe Capable from each classifier and change the importance of each workbook in
an adaptive manner and extract features from each of them, which leads to a superior
classification [11]. Fahdi et al. presented deep learning for the WSIs image classification
quickly and efficiently. The model achieved AUC accuracy between 89% and 96% [12]. Xia
et al. designed a new framework based on the Fastery RCNN-FPN to diagnose abnormal
cervical cells. They added convolution layers to improve the expansion of the extraction
of features. The spatial connection between the introduction and the background was
enhanced by providing ProPosal Network regions with the Global Contenxute AWare
unit [13]. Tingzhen et al. presented a network that includes a self-supervised method with
a Multiple Instance method for the ability to deal with Annotations as labels for the WSIs
data group. The network has reached a good performance in diagnosing cervical cancer [14].
Manish et al. designed multiple CNN model classifiers to show regions of interest in WSIs
containing abnormal cervical cells. The systems reached the best rating with an accuracy
of 94% [15]. Hua et al. reported development of the CytoBrain system for cervical cancer
diagnosis. The system works in three stages: first, segmentation of abnormal cells to
properly extract them from WSIs. Second, building cell classes for classification using a
CompactVGG network. Third, a diagnostic unit that automatically diagnoses WSIs. They
concluded that the CompactVGG model achieved better results than the VGG11 model [16].
Shenghua et al. developed a network for lesion cell diagnosis by combining low- and
high-resolution WSIs for feature extraction and classification by a recurrent neural network.
The network reached a sensitivity of 95.1% and a specificity of 93.5% [17]. Ching-Wei et al.
developed a framework based on deep learning to detect cervical lesions at high speed
compared to the SegNet and U-Ne standards. They demonstrated that the system was able
to accurately segment regions of interest, achieving an accuracy of 93%, a Jaccard of 84%
and an F-measure of 88% [18]. Antoine et al. proposed a classifier for interpreting WSIs that
could be used to assist pathologists. The classifier was circulated to perform localization
to detect at least one malignant cell from WSIs. The classifier got an accuracy of 80.4%
and KAPPA of 87% [19]. Xiaohong et al. applied hybrid DCNN-RF technology to predict
the risk of cervical malignant cells. DCNN and model generalization extracted features
for WSIs diagnosis by random forest. The method achieved an accuracy of 90.32% and an
AUC of 83% [20]. Xiaoli et al. proposed to take paired samples from the image to extract
representative negative samples for each malignant tumor to construct the sample pair
images. Mixed samples were extracted to balance soft and hard samples. The method of
image-level sampling extracts negative samples and creates a pair image to finally design a
device to detect cervical cells. The proposal achieved a mean accuracy of 57.1% [21]. Ziquan
et al. proposed PolarNet to learn the morphology of cervical stromal cells to resolve FP
samples from large-scale gigapixel size WSIs. PolarNet extracts deep and reliable features
of object models [22]. Hritam et al. provided a framework for deep feature extraction
using CNN models and high-dimensional feature reduction. The optimal features were
selected by the evolutionary optimization method. Finally, the optimal features were fed
into an SVM classifier for the final classification of the cervical cancer dataset [23]. Ankur
et al. presented three pre-trained CNN models, in which the framework used a merging of
the classification layers according to the rank of the two nonlinear functions. The method
provides a prediction on test stage samples with good accuracy [24]. Rishav et al. presented
three CNN models and added some layers to learn the ideal features. They proposed a
clustering approach to minimize the error between the expected and actual values based on
three methods of measuring distance [25]. Mamunur et al. proposed a DeepCervix hybrid
technique based on the fusion of features. This technique for classifying cervical cancer is
based on the different DLs to obtain more information to improve the classification [26].
From the above, we conclude that there are unsatisfactory results for the detection of
abnormal cells and discrimination between the different types of abnormal cells, due to the
morphological similarity in the characteristics of abnormal cell types. Therefore, this study
aimed to extract the features using deep learning and fused with the features extracted by
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many methods to show and discriminate the morphological characteristics of each type of
abnormal cell. Moreover, this study targets five types of cervical cancer. To our knowledge,
we did not find previous research for all types of abnormal cells targeted in this study.

3. Methods and Materials

This section describes the methods proposed in this study for analyzing WSIs of
abnormal cells of the cervix. First, images of the cervical cancer data set were enhanced to
obtain enhanced images to feed into the proposed approaches. The PCA algorithm was
applied after each method of VGG-16 and GoogLeNet for reducing the high-dimensional
features. The first proposed approach is a hybrid technique. The second approach for
diagnosing cervical cancer data set through ANN classifier according to incorporating
deep features of both models VGG-16 and GoogLeNet. The third approach for diagnosing
cervical cancer data set through ANN classifier according to integrating deep features with
hand-crafted as shown in Figure 1.
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Figure 1. Structure framework for proposed approaches to the diagnosis of WSIs for the cervical
cancer data set.

3.1. Description of the Data Set

This section describes the cervical cancer data set used to evaluate the systems of this
study. The data set was obtained from a Kaggle consisting of 25,000 WSIs of LBC glass slide
samples. The data set was divided into five types of cervical cancer, evenly distributed
5000 WSIs for each type as follows: cervix_dyk (Dyskeratotic), cervix_koc (Koilocytotic),
cervix_mep (Metaplastic), cervix_pab (Parabasal), and cervix_sfi (Superficial-Intermediate).
Thus, the systems in this study make early diagnoses of five types of cervical cancer [27].
The size of all WSIs of LBC samples was 512 x 512 pixels. Figure 2 (Before) shows a set of
images representing all cervical malignancies targeted in this study.
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Figure 2. Samples of the abnormal cells of cervical malignancies before and after enhancement.

3.2. Enhancing WSIs of the Cervix Cancer

The glass slides of LBC samples contain unrelated artifacts of abnormal cervical cells
and solutions added to the slide when analyzed. Therefore, when acquiring WSIs from
slices of LBC samples, these artifacts lead to improper diagnostic results [28]. This study
used the WSIs data set, which requires enhancement to remove noise and reveal cell edges.
The RGB color space was averaged to adjust for each color. A 5*5 pixels average filter
was applied to remove noise [29]. The filter replaced each central pixel with 24 adjacent
pixels, as in Equation (1). The filter continued to move on the image until all image pixels
were targeted.

1p-1
z(x) = » ;)s(x -1 1)

where z(x) means input, s(x — 1) means prior input, and p is pixels of the average filter.
To increase the contrast of the abnormal cells of the cervix, the Contrast limited
adaptive histogram equalization (CLAHE) method was used. The technology distributes
the luminous pixels to illuminate the dark areas, thus improving the illumination of the
edges of the abnormal cells [30]. The mechanism of the method occurs each time the target
pixel is compared with the neighboring pixels; according to the neighboring pixels, the
improvement is done as follows: When the value of the neighboring pixels is greater than
the target pixel, the contrast decreases; when the value of neighboring pixels is less than
the target pixel, then contrast increases. Thus, the contrast of the edges of the abnormal
cells was increased. Finally, all WSIs were optimized for the cervical cancer data set.
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Figure 2 (After) shows samples from the cervical cancer data set representing five types of
abnormal cells.

3.3. CNN Models with SVM

When applying pre-trained CNN models to WSIs of abnormal cells of the cervix, the
diagnostic results are unsatisfactory; this is time-consuming and requires expensive hard-
ware resources. Thus, a hybrid approach was applied to solve the previous challenges [31].
The main idea of this technique is to replace the last classification layers of CNN and replace
with the SVM. The technique extracts the features from CNN and stores them in a feature
matrix to be fed to the SVM for super-accuracy with high speed. In this study, VGG-16 and
GoogLeNet models were applied to extract and classify features through SVM. Thus, the
hybrid techniques are called VGG-16 + SVM and GoogLeNet + SVM.

3.3.1. Extracting Feature Maps

In recent years, CNN techniques have been applied, which have greatly served hu-
manity in various fields, including medical fields, such as early diagnosis of tumors and
various diseases or prediction of the spread of diseases and epidemics before their out-
break. CNN technologies are distinguished from traditional networks by their superior
ability to extract feature maps with promising accuracy. CNN models contain many layers
interconnected by millions of weights and connections between neurons [32]. CNN models
receive the optimized images and pass them to the following layers in which complex
computations are performed to perform specific tasks. The most critical layers in which
feature maps are extracted are convolutional layers and auxiliary layers that follow some
convolutional layers.

Convolutional layers are essential layers of CNNs, and the mission varies from layer
to layer. Its performance varies based on three primary parameters: filter size for each
filter convolution layer of a different size, zero-padding (P) to preserve the original image
size, and p-step (S) to set the number of move (step) that the filter can move on the image.
The filter size is determined, and then according to the filter size f (t), a set of pixels is
selected on the image x (t) [33]. The filter moves around the image, and each time a group
of image pixels is selected, the method is repeated until all pixels are processed, as in
Equation (2). Each convolutional layer has an output as input to the next layer; the output
of convolutional layers controls the input image size L x W x D, P is zero-padding, and
p-step is S as in Equation (3).

W) = (x5 ) (6) = [ x(a)f(t—a)da @)
W (t) indicates to output, x (¢) indicates to input and f (¢) indicates to filter.

 W-—K+42P

O (N) .

+1 (©)]

O (N) indicates size of output neuron.

The pooling layers are for reducing the features of high-dimensional. CNN models
produce millions of weights and parameters that require complex calculations, so the
pooling layer solves these challenges and facilitates complex calculations. The pooling
layers have two types, Average and Max. Each type has a specific method for reducing
high dimensions [34]. The average-pooling selects a group of image pixels the same as
the filter size, then calculates average values and replaces all selected values by average
calculated as shown in Equation (4). The Max pooling layers select a group of image pixels
the same as the filter size, take the Max value, and replace all selected values by it as in
Equation (5).

()= X Slli-Dptm (j-1p+a] @

mmn=1...k
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z(i; j) = maxy, 1.k fli = V)p+m; (j—1)p+n] (5)

where m, n means the site in the matrix, p denotes the step, f means the filter size and k
denotes the matrix size.

In this section, feature maps of WSIs of LBC slice samples of abnormal cells in the
cervical are extracted using VGG-16 [35] and GoogLeNet [36] models. The CNN produce
high-dimensional feature maps, so the PCA was used to reduce the high-dimensional
features and select the most important representative features for each class of abnormal
cell of cervical.

3.3.2. SVM Algorithm

SVM is an algorithm for solving regression and classification tasks. SVM aims to find
a line or hyperplane in N dimensions to classify the features of WSIs clearly [37]. The best
option for the algorithm to choose a hyperplane is the maximum margin between classes; in
other words, the best hyperplane that has the maximum distance from it to the data points
close to the classes, which is called the hard margin or maximum hyperplane margin [38].
SVM has the advantage of ignoring outliers (outliers) by finding the best hyperplane that
increases the margin. So SVM finds the maximum margin between classes and handles any
type of feature; this margin is called soft margin. But if the data are not linearly separable,
the algorithm creates a new variable by the kernel with the creation of a new variable
function of distance to the original. The nonlinear function is known as the kernel [39].
The kernel is a function that converts low-dimensional spaces into high-dimensionality,
transforming nonlinear separable data into separable data [40]. Figure 3 illustrates the
framework of the hybrid technique for diagnosing WSIs of abnormal cell types for the
cervical cancer data set. Note that the VGG-16 and GoogLeNet models receive optimized
WSIs - and extract high-dimensional feature maps. The PCA method [41] was used to
reduce high-dimensional features and store them in feature vectors, to classify feature
vectors by feeding them to the SVM classifier.
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Figure 3. Framework of hybrid technique for diagnosing abnormal cell images for the cervical cancer
data set.
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3.4. Fusion Approach of Deep Features Maps

Implementing pre-trained CNN models still faces challenges such as satisfactory accu-
racy, high-cost computers and time consumption [42]. In addition, the features extracted
from one of the VGG-16 and GoogLeNet models are insufficient to reach a promising
accuracy. Therefore, to solve these challenges, we applied a modern methodology to in-
tegrate the features extracted by VGG-16 and GoogLeNet models into the same feature
vectors and their diagnosis by the ANN algorithm. Figure 4 describes the basic idea of this
approach as follows: First, feed the enhanced cervical cancer data set to the VGG-16 and
GoogLeNet models. Second, extract 2048 features from the VGG-16 model and store in vec-
tors of the feature so the data set becomes 25,000 x 2048. Third, extract 2048 features from
the GoogLeNet model and store in feature vectors so the data set becomes 25,000 x 2048.
Fourth, integrate vectors of feature for both VGG-16 and GoogLeNet models in new feature
vectors to 25,000 x 4096 size. Fifth, use the PCA to reduce the features to 25,000 x 720 data
set size. Sixth, feed the low-dimensional features into the ANN to classify them with better
accuracy and speed than CNN models.
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Figure 4. Framework for a feature fusion approach of the VGG-16 and GoogLeNet models for cervical
cancer data set diagnosis.

Figure 5 describes the basic architecture of the ANN, consisting of an input layer
that has 720 input units according to the number of features sent after high-dimension
reduction by the PCA algorithm. Many hidden layers perform complex tasks to solve the
required problems. The network is set to 15 hidden layers, which is the best performance
for diagnosing WSIs of cervical cancer. The output layer is represented by the activation
function that classifies the characteristics of each input image into five classes (types of
abnormal cells) of cervical cancer.
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Figure 5. The architecture of the ANN algorithm for classifying cervical cancer data set.

3.5. Approach to Merging Features of CNN with Hand-Crafted

In this section, a novel approach is applied to diagnose WSIs of abnormal cells of the
cervical data set using ANN algorithm according to the fusion of features extracted using
VGG-16 and GoogLeNet and their fusion with texture, color and shape features, which
extracted by traditional algorithms (FCH, GLCM and LBP) [43].

The steps to implement this approach are: First, feed the enhanced cervical cancer
data set to the VGG-16 and GoogLeNet models. Second, extract the features from the
VGG-16 model and store it in vectors of feature so the data set becomes 25,000 x 2048, and
similarly extract the features from the GoogLeNet model and store it in the feature vectors
so that the size of the features of the data set becomes 25,000 x 2048. Third, features are
high-dimensional; thus, the PCA was used for reducing the features of both CNN models
so that the size of the data set features was 25,000 x 512 for both models VGG-16 and
GoogLeNet. Fourth, extract texture, color and shape features by FCH, GLCM and LBP
algorithms and combine them into feature vectors.

Texture, color and shape are the essential features for representing image data. The
FCH algorithm is used to extract the color features. The color features are one of the most
powerful features for diagnosing WSIs of LBC glass slide samples for cervical cancer [38].
Each local color has a histogram bin, and all colors of the histogram bin represent the colors
of the region of interest (ROI). All colors in one histogram bin are the same (similar), and
any colors in various histogram bins are various even if they are similar—the FCH method
checks for color similarity by the membership value of each pixel. This algorithm extracts
16 color features from each image, and thus the method produces feature vectors of size
25,000 x 16.

The GLCM displays the ROI in a gray-level matrix. GLCM extracts texture features
from ROI through the pixel values of a given region. A region is soft when it contains equal
or close pixel values. In contrast, a region is coarse when it contains varying pixel values.
Statistical metrics are extracted based on the spatial information of the GLCM to extract
texture features. GLCM determines spatial information according to distance d and angle
0 between pixels [44]. There four angles to measure the relationship between pixels are
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0°, 45°,90° and 135° based on measure d. The GLCM extracts 13 texture features, so the
method produces feature vectors with a size of 25,000 x 13.

The LBP describes the texture of surfaces by measuring local anisotropy. The image is
converted to a gray-level array, and the target (central) pixel (g.) is decomposed according
to its neighboring pixels (g,). In this work, the algorithm was set in size 5*5 each time a new
central pixel was selected and analyzed according to 24 contiguous pixels as Equation (6).
The method was repeated until all pixels were replaced with a new value according to the
LBP algorithm [45]. This algorithm extracts 203 features from each image, so the method
produces feature vectors with a size of 25,000 x 203.

P-1

LBPrp =Y s(gp—gc)2” (6)
p=0

where ¢ means the grey value of the center pixel, ¢, means the grey value of contiguous
pixels, R is the radius for contiguous, and P is all contiguous pixels.

The features of the FCH, GLCM and LBP methods were fused into the same feature
vectors so that the feature size of the data set became 25,000 x 232.

Finally, as shown in Figure 6, the features of the VGG-16 were fused with the hand-
crafted features to become the size of 25,000 x 744, then fed into ANN network for classify-
ing. Similarly, the features of the GoogLeNet were fused with the hand-crafted features to
become the size of 25,000 x 744, then fed into ANN network for classifying.
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Figure 6. Framework for diagnosing abnormal cells of the cervical cancer data set based on
fused features.
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4. Results of System Performance
4.1. Split of Data Set

This study included many different methodological systems between CNN models,
machine learning and hybrid features extracted from many methods that aim to reach
satisfactory results for diagnosing abnormal cell images of cervical cancer. The data
set contains 25,000 WSIs of glass slide specimens of LBC equally divided between five
classes (abnormal cell types) of cervical cancer, which are 5000 images for Dyskeratotic
class, 5000 images for Koilocytotic class, 5000 images for Metaplastic class, 5000 images
for Parabasal class, and 5000 images for Superficial-Intermediat class. We set 80% of the
data set for training and validation, and the remaining 20% of the data set was for systems
performance testing. Table 1 summarizes the splitting of the cervical cancer data set during
all stages of implementing the systems.

Table 1. Division of the data set of abnormal cells of cervical cancer.

Phase Training and Validation Phase
Classes Training Phase (80%) Validation Phase (20%) Testing Phase (20%)
cervix_dyk 3800 800 1000
cervix_koc 3800 800 1000
cervix_mep 3800 800 1000
cervix_pab 3800 800 1000
cervix_sfi 3800 800 1000

4.2. Evaluation Metrics

All systems were evaluated to diagnose abnormal cell images of the cervical can-
cer data set using measures of accuracy, specificity, sensitivity, AUC and precision as in
Equations (7) to (11). Each system yields a confusion matrix containing all samples of the
data set called TP, TN, FP and FN. The equations contain variables TP and TN representing
images that the systems have correctly diagnosed and variables FP and FN representing
images that the systems have incorrectly diagnosed [46].

TN + TP

Accuracy = TN TP + EN £ FP * 100% 7)
i N
Specificity = TN+FP 100 ®)
e ., TP o
Sensitivity = TP+ EN % 100% 9)

True Positive Rate
A = 1
uc False Positive Rate (10)

Precision = * 100% (11)

TP
TP + FP
where: TP Indicates WSIs of abnormal cells properly classified as cervical cancer. TN
indicates WSIs of normal and properly classified cells. FP indicates WSIs of normal cells but
is incorrectly classified as abnormal cells of cervical cancer. FN indicates WSIs of abnormal
cells, but they were incorrectly classified as normal cells.

4.3. Results of CNN Models

The VGG-16 and GoogLeNet models extract deep features from convolutional layers
and feed them to fully connected layers. The fully connected layers then diagnose the deep
features and send them to a SoftMax activation function that sorts the features into five
classes according to the number of classes in the cervical cancer data set. When diagnosing
WSIs for the cervical cancer data set using the VGG-16 and GoogLeNet models, the model
yields less efficient diagnostic results than the hybrid and combined features methods. Table 2
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shows the results of the VGG-16 and GoogLeNet for the classification of the cervical cancer
data set. The VGG-16 model reached an accuracy of 91.22%, specificity of 97.6%, sensitivity
of 91.41%, an AUC of 93.45% and precision of 91.68%. In contrast, the GoogLeNet model
yielded an accuracy of 95.96%, specificity of 98.64%, sensitivity of 95.45%, an AUC of 96.32%
and precision of 95.81%.

Table 2. Results of the CNN models for cervical cancer data set diagnosis.

Measure VGG-16 GooglLeNet
Accuracy % 91.22 95.96
Specificity % 97.6 98.64
Sensitivity % 91.41 95.45
Precision % 91.68 95.81

AUC % 93.45 96.32

4.4. Results of CNN Models with SVM

The performance hybrid system VGG-16 + SVM and GoogLeNet + SVM is for diag-
nosing WSIs of LBC slice samples of abnormal cells of cervical cancer. The system consists
of VGG-16 and GoogLeNet models, which are tasked with extracting features, and SVM,
which is tasked with classifying features. It is worth noting that the SVM classifier has
been replaced by the last classification layer in the VGG-16 and GoogLeNet models. This
approach was used because of its high performance in obtaining satisfactory results and
speed in training the data set and implementing it on a medium-cost computer.

Table 3 shows the results of the two-hybrid networks for the classification of the cervical
cancer data set. The VGG-16 + SVM system is slightly better than the GoogLeNet + SVM system.
The VGG-16 + SVM system yielded an accuracy of 97.5%, specificity of 99.4%, sensitivity of
97.6%, an AUC of 98.43% and precision of 97.72%. In contrast, the GoogLeNet + SVM system
yielded an accuracy of 96.8%, specificity of 99.2%, sensitivity of 96.8%, an AUC of 98.21% and
precision of 96.9%.

Table 3. Results of the CNN with SVM for cervical cancer data set diagnosis.

Measure VGG-16 + SVM GoogLeNet + SVM
Accuracy % 97.5 96.8
Specificity % 99.4 99.2
Sensitivity % 97.6 96.8
Precision % 97.72 96.9

AUC % 98.43 98.21

Figure 7 presents the diagnostic performance of the VGG-16 + SVM and GoogLeNet +
SVM networks for classifying abnormal cells of cervical cancer.

A B

Accuracy %

Specificity % Sensitivity % Precision % AUC %

=@=\/GG-16 + SVM GoogleNet + SVM

Figure 7. Display of the performance of CNN with SVM for classifying abnormal cervical cells.

Figure 8 shows the result of the hybrid method through the confusion matrix for
diagnosing five types of abnormal cells of the cervix. The VGG-16 + SVM reached a
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diagnostic accuracy for each class by 97.3%, 98%, 97.1%, 97.1% and 98.2% for classifying
cervix_dyk, cervix_koc, cervix_mep, cervix_pab and cervix_sfi, respectively. In contrast,
GoogLeNet + SVM achieved a diagnostic accuracy for each class by 97.2%, 98.2%, 96%, 96%
and 96.6% for classifying cervix_dyk, cervix_koc, cervix_mep, cervix_pab and cervix_sfi,

respectively.
Confusion Matrix: VGG-16 + SVM Confusion Matrix: GooglLeNet + SVM
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Figure 8. Results of the diagnosis of WSIs of abnormal cells of the cervix by (a). VGG-16 + SVM and
(b). GoogLeNet + SVM.

Regarding the samples that the VGG-16 + SVM system failed to diagnose correctly:
For the cervix_dyk class, the system failed to diagnose 27 images correctly. For class
cervix_koc, the system failed to diagnose 20 images correctly. For class cervix_mep, the
system failed to diagnose 29 images correctly. For the class cervix_pab, the system failed
to diagnose 29 images correctly. For the cervix_sfi class, the system failed to diagnose
18 images correctly.

Regarding the samples that GoogLeNet + SVM system failed to diagnose correctly:
For the cervix_dyk class, the system failed to diagnose 28 images correctly. For class
cervix_koc, the system failed to diagnose 18 images correctly. For class cervix_mep, the
system failed to diagnose 40 images correctly. For the class cervix_pab, the system failed
to diagnose 40 images correctly. For the cervix_sfi class, the system failed to diagnose
34 images correctly.

4.5. Results of Fusion Approach of Deep Features Maps

These are the results of performing diagnosis of WSIs of cervical abnormal cells by
ANN according to integrating features extracted by VGG-16 and GoogLeNet models.
Because CNN models obtained no satisfactory results, the features were extracted from
both GoogLeNet and VGG-16 and combined into the same feature vectors. When the
deep features of the VGG-16 and GoogLeNet models were combined, the hybrid feature
vectors were high-dimensional. Therefore, the PCA method was used for reducing the
fused features. Finally, ANN received feature vectors of low dimension for its classification.

Table 4 shows the results of the ANN with the hybrid features of both VGG-16 and
GoogLeNet for diagnosing WSIs of abnormal cells for the cervical cancer data set. This
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technique reached an accuracy of 98.5%, specificity of 99.8%, sensitivity of 98.4%, an AUC
of 98.92% and precision of 98.2%.

Table 4. Performance of the ANN according to fused features between the VGG-16 and GoogLeNet
models.

Measure ANN Based on Fused CNN
Accuracy % 98.5
Specificity % 99.8
Sensitivity % 98.4
Precision % 98.2
AUC % 98.92

Figure 9 shows the confusion matrix generated by ANN performance with hybrid
features extracted by VGG-16 and GoogLeNet models to classify five types of abnormal
cervical cancer cells. Class 1 refers to cervix_dyk, class 2 to cervix_koc, class 3 to cervix_mep,
class 4 to cervix_pab, and class 5 to cervix_sfi. The ANN network based on features
fused achieved an accuracy for each class of 98.1%, 99.1%, 98.4%, 98.2% and 98.6% for the
classification of cervix_dyk, cervix_koc, cervix_mep, cervix_pab and cervix_sfi, respectively.

Confusion Matrix

; 981 4 2 3 7 98.4%
19.6% 0.1% 0.0% 0.1% 0.1% 1.6%
- 8 291 3 7 2 98.0%
0.2% 19.8% 0.1% 0.1% 0.0% 2.0%
@ o 4 3 984 6 2 98 .59
S 0.1% 0.1% 19.7% 0.1% 0.0% 1.5%
=
=
o
s A 4 2 8 982 3 98 3%
o 0.1% 0.0% 0.2% 19.6% 0.1% 1.7%
5 3 o 3 2 986 99.2%
0.1% 0.0% 0.1% 0.0% 19.7% 0.8%
98.1% 99.1% 98.4% 98.2% 98.6% 98.5%
1.9% 0.9% 1.6% 1.8% 1.4% 1.5%
~ L% ™ B “

Target Class

Figure 9. Results of ANN performance based on fused CNN features for diagnosing WSIs of cervical
abnormal cells.

Regarding samples that the ANN based on the fused of the CNN features failed
to diagnose correctly: For the cervix_dyk class, the system failed to diagnose 19 images
correctly. For class cervix_koc, the system failed to diagnose 9 images correctly. For class
cervix_mep, the system failed to diagnose 16 images correctly. For the class cervix_pab, the
system failed to diagnose 18 images correctly. For the cervix_sfi class, the system failed to
diagnose 14 images correctly.

4.6. Results of Approach to Merging Features of CNN with Hand-Crafted

Regarding the results of diagnosing WSIs of abnormal cells of the cervical data set
using ANN according to mixed features extracted by two methods: first, mixed features,
which are extracted using VGG-16 and hand-crafted, and then stored in feature vectors.
Second, mixed features, which are extracted using GoogLeNet and hand-crafted, and then
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stored in feature vectors. The PCA was used for reducing the features and then sending
them to the ANN for classification.

4.6.1. Best Validation Performance

Cross-entropy is a tool that evaluates of the ANN for diagnosing WSIs of abnormal
cells of the cervix. This tool evaluates the network’s performance through measuring
the squared error between the expected and actual outputs. The tool produces the best
performance of validation for evaluating cervical cancer data set images through training,
validation and network evaluation [47]. When evaluating the classifier, the data set passes
through many epochs, and each color for a specific stage: red through the testing, blue
through the training, green through the validation, and the best performance of a network
through the intersection dashed lines of the x-axis with the y-axis. Figure 10 shows the
cross-entropy of the network on the cervical cancer data set. ANN with VGG-16 and
hand-crafted features obtained the best evaluation, reaching the lowest error of 0.017533 at
epoch 78. In contrast, the same network epochs with GoogLeNet and hand-crafted features
received the best evaluation, with the lowest error of 0.013565 at 39.

Best Validation Performance is 0.017533 at epoch 78 Best Validation Performance is 0.013565 at epoch 39
100 f : 100t
Train
Validation
Test

Train
Validation
Test
Best

Best

1071 L

Cross-Entropy (crossentropy)
Cross-Entropy (crossentropy)

1072 i ‘ . ‘ . . . L 102 s . ‘ s ; i i ; i
0 10 20 30 40 50 60 70 80 0 5 10 15 20 25 30 35 40 45
84 Epochs 45 Epochs
a. b.

Figure 10. Cross-entropy display for diagnosing abnormal cell images of the cervix by ANN based
on the features of (a). VGG-16, FCH, GLCM and LBP and (b). GoogLeNet, FCH, GLCM and LBP.

4.6.2. Error Histogram

The error histogram is a tool that evaluates the ANN classifier for diagnosing WSIs
of abnormal cells in the cervix. When an ANN is implemented, the network produces an
error histogram that records the difference between the output and target values during all
phases of the data set. The network identifies the error histogram tool by giving a specific
color to each data set phase: the red color through the testing data, the blue color through
the training data, the green color through the validation data, and the best performance
when the error value between the output and target is zero as shown in the orange line [48].
The performance of the ANN for diagnosing abnormal cell images of the cervical cancer
data set is shown in Figure 11. ANN with VGG-16 and hand-crafted features achieved the
best evaluation at an error histogram with 20 bins between values —0.9445 and 0.945. In
contrast, ANN with GoogLeNet and hand-crafted features achieved the best evaluation at
an error histogram with 20 bins between —0.9088 and 0.9108.
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Figure 11. Error histogram display for diagnosing abnormal cell images of the cervix by ANN based
on the features of (a). VGG-16, FCH, GLCM and LBP (b). GoogLeNet, FCH, GLCM and LBP.

4.6.3. Validation Checks and Gradient

A gradient is a tool for performing an ANN classifier for diagnosing WSIs of abnormal
cells in the cervix. When implementing ANN, gradient and validation checks are calculated
in each epoch, whereby the network records and saves the minimum square error between
the expected and actual values. Then the network checks all the saved values, takes the
least square error value, and records it at gradient and validation checks at any epoch.
Figure 12 notes the network performance on images of abnormal cells of the cervical cancer
data set. ANN with VGG-16 and hand-crafted features yielded the best evaluation with the
lowest error value when the gradient is 0.010455 at epoch 84 and the validation check is 6
at epoch 84. In contrast, based on GoogLeNet and hand-crafted features, ANN yielded the
best evaluation at the lowest error value at the gradient of 0.0021672 at epoch 45 and the
validation check of 6 at epoch 45.
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Figure 12. Display gradient for diagnosing abnormal cell images of the cervix by ANN based on the
features of (a). VGG-16, FCH, GLCM and LBP (b). GoogLeNet, FCH, GLCM and LBP.

4.6.4. Confusion Matrix

The confusion matrix is the gold standard for evaluating all systems. In this paper,
the performance of ANN for diagnosing mixed features between deep learning and hand-
crafted features was evaluated. This technique is highly efficient in representing WSIs of
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cervical abnormal cells, fusing VGG-16, FCH, GLCM and LBP features into feature vectors,
and fusing GoogLeNet, FCH, GLCM and LBP features into feature vectors. These vectors
were fed to an ANN classifier to classify all features of cervical cancer images into five
classes (five types of cervical cancer). ANN produced the confusion matrix as a quaternary
matrix, in which the main diagonal represents the set of correctly categorized images. The
rest of the matrix cells represent the incorrectly categorized images, as in Figure 13. ANN
reached an accuracy of 99.4% when using the hybrid features of VGG-16 and hand-crafted.
In contrast, the same network when using GoogLeNet and hand-crafted features achieved
99.3% accuracy.

Confusion Matrix Confusion Matrix

4 993 6 2 0 2 99.0% 994 3 0 0 5 99.2%
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Figure 13. Confusion matrix for diagnosing abnormal cell images of the cervix by ANN based on the
features of (a). VGG-16, FCH, GLCM and LBP and (b). GoogLeNet, FCH, GLCM and LBP.

Regarding samples that the ANN based on the features of VGG-16, FCH, GLCM and
LBP failed to diagnose correctly: For the cervix_dyk class, the system failed to diagnose
7 images correctly. For class cervix_koc, the system failed to diagnose 10 images correctly.
For class cervix_mep, the system failed to diagnose 4 images correctly. For the class
cervix_pab, the system failed to diagnose 5 images correctly. For the cervix_sfi class, the
system failed to diagnose 4 images correctly.

Regarding samples that the ANN based on the features of GoogLeNet, FCH, GLCM
and LBP failed to diagnose correctly: For the cervix_dyk class, the system failed to diagnose
6 images correctly. For class cervix_koc, the system failed to diagnose 5 images correctly. For
class cervix_mep, the system failed to diagnose 8 images correctly. For the class cervix_pab,
the system failed to diagnose 7 images correctly. For the cervix_sfi class, the system failed
to diagnose 7 images correctly.

These approaches are novel and have shown promising results in diagnosing abnor-
mal cell images in the non-cancerous cervical cancer data set. Table 5 summarizes the
performance of the ANN classifier with mixed features extracted using CNN and fused
with the hand-crafted features. ANN classifier when using features of VGG-16 and hand-
crafted yielded an accuracy of 99.4%, specificity of 100%, sensitivity of 99.35%, AUC of
99.89% and precision of 99.42%. In contrast, the same classifier (ANN) with GoogLeNet
and hand-crafted features reached an accuracy of 99.3%, specificity of 100%, sensitivity of
99.12%, AUC of 99.56% and precision of 99.23%.
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Table 5. Results for the ANN with fusion of CNN with hand-crafted features.

. VGG-16, FCH, GLCM GoogLeNet, FCH, GLCM
Fusion Features

and LBP and LBP
Accuracy % 99.4 99.3
Specificity % 100 100
Sensitivity % 99.35 99.12
Precision % 99.42 99.23
AUC % 99.89 99.56

Figure 14 displays the executive evaluation of the ANN with features fused between
CNN and hand-crafted features for diagnosing WSIs of abnormal cells in the cervical cancer

data set.
Accuracy % Specificity % Sensitivity % Precision % AUC %
e=@==\/GG-16, FCH, GLCM and LBP GoogleNet, FCH, GLCM and LBP

Figure 14. Presentation of the executive of the ANN with fusion features for diagnosing abnormal
cervical cells.

5. Discussion of the Execution of the Systems

This study discussed the development of several hybrid systems in novelty and
efficiency for the diagnosis of WSIs of LBC glass slide samples for five types of abnormal
cells for the cervical cancer data set. Data set images were improved, artifacts removed, and
abnormal cells edge contrast was increased. This study was divided into three approaches,
each with two systems, with different techniques and methodologies. A first approach
was a hybrid approach consisting of two parts: the first part for deep feature extraction
using the GoogLeNet and VGG-16. It is worth noting that the deep features extracted
by GoogLeNet and VGG-16 are high-dimensional. Therefore, the PCA was used after
the GoogLeNet and VGG-16 in all the approaches in the study to reduce the features.
The second part was to classify low-dimensional deep features by SVM classifier. These
hybrid techniques, GoogLeNet + SVM and VGG-16 + SVM, yielded an overall accuracy
of 97.5% and 96.8%, respectively, for diagnosing the cervical cancer data set. The second
approach cervical cancer image diagnosis used ANN according to features extracted using
the VGG-16 and combined with features of the GoogLeNet model. The ANN classifier
according to the feature combination of the VGG-16 and GoogLeNet models achieved
accuracy of 98.5%. The third approach was the diagnosis of cervical cancer images using
ANN according to the fused features of the VGG-16 model and its fusion with the hand-
crafted features, in addition to the fused features of the GoogLeNet model and its fusion
with the hand-crafted features. The ANN classifier, when fed with mixed features of
VGG-16 with hand-crafted features achieved an accuracy of 99.4%, while when fed with
the mixed features of GoogLeNet with hand-crafted features obtained an accuracy of 99.3%.
It is noted that the diagnostic results improved when integrating the deep features of the
two models, VGG-16 and GoogLeNet instead of using the features of each model alone.
We also noticed that the diagnostic results improved when combining the deep features
with hand-crafted features. Thus, the best performance of the classifier occurred when the
deep learning features were fused with the features of the FCH, GLCM and LBP methods.

Table 6 shows results of performing all the approaches in this study for diagnosing
abnormal cells of the cervical data set. The table notes the overall diagnostic accuracy and
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accuracy for each type of abnormal cells of the cervix. The best overall accuracy achieved
by the ANN with hybrid features of VGG-16, FCH, GLCM and LBP was 99.4%. As for
the accuracy for each class, the cervix_dyk and cervix_koc classes were diagnosed with an
accuracy of 99.4% and 99.5%, respectively, by an ANN according to the hybrid features of
GoogLeNet and hand-crafted. In contrast, the best accuracy for cervix_mep, cervix_pab
and cervix_sfi classes was 99.5%, 99.6% and 99.4%, respectively, by ANN according to the
hybrid features of VGG-16 and hand-crafted.

Table 6. Performance of all systems for the diagnosis of five types of abnormal cells of cervical cancer.

Approaches Classes cervix_dyk cervix_koc cervix_mep cervix_pab cervix_sfi Accuracy %
Hybrid VGG-16 + SVM 97.3 98 97.1 97.1 98.2 97.5
method GoogLeNet + SVM 97.2 98.2 96 96 96.6 96.8

ANN VGG-16 +
classifier GoogLeNet 98.1 99.1 98.4 98.2 98.6 98.5
VGG-16, FCH,

c 3 . : GLCM and LBP 99.3 99 99.6 99.5 99.6 99.4

8 = R

22 Z% GoogleNet, FCH

5« ) glLelNet, ’

< 99.4 99.5 99.2 99.3 99.3 99.3

Mg = GLCM and LBP

100
99
98
97
96
95

Figure 15 displays the performance of all systems in this study to show the diagnostic
accuracy of each type of abnormal cell of the cervical cancer data set.

cervix_dyk

cervix_koc cervix_mep cervix_pab cervix_sfi Accuracy %

==@=Hybrid method VGG-16 + SVM
Hybrid method GoogleNet + SVM
ANN classifier VGG-16 + GooglLeNet
Fusion features ANN classifier VGG-16, FCH, GLCM and LBP

==@=="Fusion features ANN classifier GooglLeNet, FCH, GLCM and LBP

Figure 15. Presentation of the performance of all proposed approaches for diagnosing abnormal
cervical cells.

Table 7 summarizes the results of the proposed methods and compares them with the
results of previous methods of diagnosing WSIs for early detection of cervical cancer. It is
noted that the performance of the proposed method is better than the previous methods.
The previous methods obtained an accuracy between 83.1% and 98.27%; in contrast, the
proposed method reached an accuracy of 99.4%. The previous methods achieved a speci-
ficity between 95.78% and 96%; in contrast, the proposed method reached a specificity of
99.4%. The previous methods obtained a sensitivity between 82% and 98.52%; in contrast,
the proposed method reached a sensitivity of 99.35%. The previous methods obtained
a precision between 82% and 97.4%, while the proposed method obtained a precision
of 99.42%.
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Table 7. Comparison of the results of the proposed system with the results of previous
related systems.

Previous Studies Accuracy Specificity Sensitivity Precision = AUC

(%) (%) % % %
Ankur et al. [24] 95.43 - 98.52 - -
Mamunur et al. [25] 98.27 - - - -
Débora et al. [49] 94 96 82 82 -
Kyi et al. [50] 94.09 - - - -
Wen et al. [51] 83.1 95.78 83.22 83.41 -
Mohammed et al. [52] 99 - 97.4 97.4 -
Proposed model 99.4 100 99.35 99.42 99.89

6. Conclusions

This study proposed several novel approaches to diagnosing WSIs of LBC vitreous
slide samples to detect cervical abnormal cells. All WSIs were optimized before being fed
to CNN models. This study aimed to represent WSIs by extracting the features from many
methods and merging them to reach promising results. Three proposed approaches were
implemented: the first approach was a hybrid method between VGG-16 and GoogLeNet for
feature extraction and the SVM for classifying the extracted features. The second proposed
approach was to extract the features using the VGG-16 model and combine them with
the features of the GoogLeNet model, then classify the hybrid features using the ANN
classifier. A third proposed approach was to classify WSIs of cervical abnormal cells based
on hybrid features between VGG-16 and GoogLeNet models separately and hand-crafted
features. The performance results of the proposed approaches demonstrated a significant
improvement in detecting abnormal cells of the cervix and their superiority over modern
diagnostic devices. The ANN classifier based on the features of VGG-16 and hand-crafted
reached an accuracy by 99.4%, specificity of 100%, sensitivity of 99.35%, AUC of 99.89%
and precision of 99.42%.
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