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Abstract

:

With the rapid development of the geographic information service industry, point cloud data are widely used in various fields, such as architecture, planning, cultural relics protection, mining engineering, etc. Despite that there are many approaches to collecting point clouds, we are facing the problem of point cloud holes caused by the inability of a 3D laser scanner to collect data completely in the narrow space of the mine access shaft. Thus, this paper uses RGB-D cameras to collect data and reconstruct the hole in the point cloud. We used a 3D laser scanner and RGB-D depth camera to collect the 3D point cloud data of the access shaft roadway. The maximum error was 2.617 cm and the minimum error was 0.031 cm by measuring the distance between the feature points, which satisfied the visualization repair of the missing parts of the 3D laser scanner data collection. We used the FPTH + ICP algorithm, ISS + ICP algorithm, SVD + ICP algorithm, and 3D-NDT algorithm to perform registration and fusion of the processed 3D point cloud and the original point cloud and finally repaired the hole. The study results show that the ISS + ICP registration algorithm had the most matching points and the lowest RMSE value of 13.8524 mm. In addition, in the closed and narrow roadway, the RGB-D camera was light and easy to operate and the point data acquired by it had relatively high precision. The three-dimensional point cloud of the repaired access shaft roadway has a good fit and can meet the repair requirements.
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1. Introduction


With the continuous development of computer graphics and visuals, advanced sensor technology enables us to use low-cost RGB-D (RGB depth) cameras to obtain 3D scene information [1]. The RGB-D camera also provides some advantages in obtaining geospatial information. The RGB-D camera can obtain the color and depth image of the same scene in real time. The depth image is also called range image [2], which makes the distance (depth) from the image collector to each element point in three-dimensional space the image pixel value. This can directly reflect the geometric elements in three-dimensional space. Laser technology is one of the essential tools for human survival and development of an intelligent society. Taking the three advantages of laser technology, namely monochromatic wavelength, homogeneity, and parallel beam, laser technology is widely used in various industries, such as additive manufacturing (AM). Khorasani Mahyar et al. [3] have developed a hybrid experimental and computational model to estimate the absorption of the laser for Laser-Based Powder Bed Fusion (LB-PBF) of IN718. Di Wang et al. [4] have explored a structural optimization method to achieve the lightweight design of an aviation control stick part manufactured by laser powder bed fusion (LPBF) additive manufacturing. Jean-marc Linares et al. [5] have proposed a methodology to control the fatigue life of 17-4Ph stainless steel by selecting the most relevant manufacturing parameters: i.e., laser power, laser travel speed, hatch spacing, and laser defocusing. Kamel Ettaieb et al. [6] have taken advantage of an analytical thermal model to modulate the laser power upstream of manufacturing.



The rapid development of society is inseparable from the large-scale development of mineral resources. China’s non-metallic and metal underground mines are widely distributed and large in volume. It is necessary to obtain detailed three-dimensional spatial information of the mining area quickly, especially the underground space of the mine, to further facilitate risk assessment [7]. The traditional surveying and mapping methods struggle to collect adequate data for underground mine engineering, especially in the access shaft roadway, with poor integrity and visualization of data. As a non-destructive observation technology, three-dimensional laser scanning can quickly and accurately obtain the three-dimensional position of the surface topography. The advantages of the 3D laser scanner in obtaining the 3D shape and deformation of underground mines have attracted some attention to applying them in underground engineering [8,9]. For example, SLAM-based technology has used handheld 3D laser scanners for 3D data acquisition in underground mines [10]. In addition, backpack 3D laser scanners and handheld 3D laser scanners have been used to set up the modeling of indoor spaces [11]. At present, RGB-D cameras can accurately obtain three-dimensional spatial information in indoor scenes. Qian et al. [12,13] have used depth cameras to reconstruct three-dimensional dense indoor scenes and optimize them globally. Due to the influence of the 3D laser scanner environment and its own structure, the collected point cloud dataset is incomplete. Many researchers have conducted extensive research on point cloud data repair and achieved some results [14,15,16]. However, there is little research at present on the repair of 3D laser scanning point cloud data through RGB-D cameras. The indoor 3D reconstruction of the RGB-D camera is similar to the underground mine roadway environment. Therefore, we used an RGB-D camera to obtain point cloud data to repair the missing part of the 3D laser scanner point cloud of the underground mine access shaft. We adapted the RGB-D camera for 3D data acquisition in the mine access shaft roadway, which allowed the RGB-D camera to move from traditional indoor 3D point cloud model construction to underground engineering 3D spatial point cloud model construction, making the use of the RGB-D camera more extensive. For the construction of the 3D model of the underground mine, this paper provides a method of data acquisition modeling and laser point cloud repair using the RGB-D camera, which has certain significance to the development of mine digitization.




2. Principle of 3D Reconstruction of RGB-D Camera


The three-dimensional reconstruction technology of the RGB-D camera mainly includes the acquisition of RGB image and depth image, image data preprocessing, point cloud registration and fusion, and its ability to transform a real scene into a mathematical model that conforms to the logical expression of computer. At present, the commonly used RGB-D cameras mainly include the structured-light [17] depth camera (Figure 1a), which emits light with feature points to objects with smooth surfaces and no features, and assists in extracting the depth information of objects according to the three-dimensional information in the light source; the time of flight (TOF) [18,19] depth camera (Figure 1b), which obtains the distance by measuring the interval of flight time between the transmitted signal and the received signal on the premise of a certain speed of light and sound; and the binocular stereo [20] depth camera (Figure 1c), a passive depth perception method that simulates the principles of human vision.



The RGB-D camera can capture color images and depth images. As shown in Figure 2, RGB images are obtained by varying the three color channels of red (R), green (G), and blue (B) and superimposing them on each other to obtain a variety of colors. RGB is the color system representing the three channels of red, green, and blue. This standard includes almost all the colors perceived by human vision and is one of the most widely used color systems at present. In 3D computer graphics, a depth image is an image or image channel that contains information related to the distance of the surface to the scene object at the point of view. In this case, the depth image is similar to a grayscale image, except that each of its pixel values is the actual distance of the sensor from the object. According to the colors shown in Figure 2b, the blue part and the red part of the figure represent different ranging depths, increasing in depth from blue to red. Usually, RGB images and depth images are aligned and thus have a one-to-one correspondence between pixel points. In addition, the color image provides the (x, y) coordinate values in the image pixel coordinate system, and the depth image provides the distance value from the camera to each pixel in the scene, that is, the (z) coordinate value in the camera coordinate system.




3. Data Acquisition


3.1. Overview of the Study Area


The study area of this paper is located in the cement limestone mining area of Zhedong Town, Zhenyuan County, Pu’er City, Yunnan Province, China (as shown in Figure 3). Zhedong Town is located on both sides of the Zhegan River and upstream of the Amo River at the southwestern foot of Ailao Mountain. It has rich underground mineral resources. It mainly takes the coal industry as the industrial system, and its cement production is also one of the regional pillar industries.



The limestone mining in this study area is open-pit mining. The limestones are transported to the crushing chamber by transfer chutes to the factory by belt conveyor for treatment. In the process of mining, the chute can get stuck when the limestone is placed in it, which causes the rock wall of the underground mine to crack during blasting, resulting in potential safety hazards in the mine tunnel. Therefore, it is urgent to conduct an overall safety evaluation of the underground mine. The total length of the underground tunnel is 384 m, with a longitudinal section of 2.4 m × 3.6 m (2.8 m in the straight wall section and 0.8 m in the vaulted section) and an overall slope of 0.514°. The tunnel is connected to a crushing chamber at the end and a shaft at the top, with an overall depth of 109 m. The average size of the tunnel is 1.2 m × 1.7 m (1.2 m in the straight wall and 0.5 m in the vault section).



However, due to the narrow and steep roadway of the access shaft of the underground mine, the 3D laser scanner cannot completely collect the 3D data in the tunnel. Miniaturized equipment shall be used to facilitate the area with incomplete acquisition. RGB-D cameras can carry out indoor 3D reconstruction with reliable accuracy. In view of this, this paper innovatively attempted to combine the abilities of the RGB-D camera and 3D laser scanning technology to obtain the complete 3D point cloud data of the access shaft roadway, which could provide powerful data visualization support for the safety evaluation of underground mine.




3.2. Data acquisition of Ground 3D Laser Scanner


Ground three-dimensional laser scanning technology can record the three-dimensional geometric information of a measured target surface through joint calculation of the distance between the laser emission point and the target as well as the position and attitude information of the laser transmitter, so as to obtain the three-dimensional point cloud of the measured target [21]. Compared with traditional measurement methods, this technology has realized the transformation from traditional single-point measurement to area measurement. It is characterized by its high precision, automation, and strong environmental adaptability. Recently, it has been widely used in engineering construction, mine engineering, digital protection of cultural digital heritage, etc. [22].



In this paper, the Maptek I-site 820ER 3D laser scanner of MAPTEK was used to collect 3D point cloud data. The flow chart of point cloud data acquisition is shown in Figure 4. Without the interference of metal minerals and the magnetic field, the maximum range of observation is 750 m, the minimum range is 1 m, the scanning range is 125° vertically and 360° horizontally, and the repeated ranging accuracy is ±6 mm. A high-resolution panoramic camera is also available to obtain point cloud texture information. Its powerful and comprehensive performance enables complex surveying and mapping tasks, such as underground mining engineering.



After the field survey of the underground mine, the control points were arranged along the roadway by means of Total Station Branch traverse, and the 3D coordinates of six target points were collected (the coordinate system is CGCS2000 coordinate system), which was convenient for the coordinate conversion and accuracy comparison of the 3D point cloud data. The data acquisition is shown in Figure 5 (in Figure 5a, 3D laser scanner could not be completely erected due to the narrow shaft). Although there were 39 stations that we had collect data by 3D laser scanner, we only intercepted the missing part of the point cloud data of the underground access shaft roadway for 3D point cloud repair experiment.




3.3. Data Acquisition of RGB-D Camera


There are various RGB-D cameras, and the Realsense depth camera [23] is highly integrated with a low cost, and it can be applied in both indoor and outdoor scenarios. Its ideal measurement range is 0.6 m to 6 m, and the depth accuracy reaches 4 m < 2%. Therefore, the Realsense D455 depth camera was used in this study to measure the depth by classical binocular vision and binocular vision ranging assisted by an infrared projector. The data acquisition flow chart is shown in Figure 6.



Before data acquisition, the depth camera needed to be calibrated to ensure the accuracy of the data collected by the camera. Realsense D455 has laser-fused steel cages designed to help maintain calibration and performance over their lifetime. Intel RealSense Viewer software has an automatic camera calibration function. Unlike traditional camera calibration, it does not require the use of a target reference, grid pattern, or complex reference to perform calibration; we just keep the depth of the camera stationary and stable and select the software self-calibration function to complete self-calibration.



After the depth cameras were calibrated, the data connection cable was connected to the computer and the handheld depth camera was used for data acquisition. The Rosbag dataset was recorded for the access shaft roadway through the Intel Realsense SDK depth camera control software, and finally, an offline dataset package was obtained, as shown in Figure 7. Each frame of the 2D color image and synchronous depth image of the recorded access shaft roadway can be obtained in the data package, and the unprocessed color 3D point cloud can also be obtained directly.





4. Data Processing


4.1. Data Processing of Ground 3D Laser Scanning


The 3D laser scanning equipment could not be completely erected in the complex field environment of our study area, and the narrow space of the shaft roadway limited the field view angle of the scanner. These caused the problems of noise, data loss on a small scale, and data redundancy for the obtained three-dimensional point cloud of the shaft roadway. Therefore, the original collected point cloud data needed preprocessing of point cloud denoising and registration.



4.1.1. Point Cloud Denoising


Due to the influences of the complex environment, equipment accuracy, and other factors in the scanning process, some noise points and outliers occurred far away from the measured object in the original 3D point cloud. These noise points would have a certain impact on the results of the point cloud registration and 3D model reconstruction. Based on its distribution, the noise would be filtered by the corresponding filter to improve the quality of the 3D point cloud and reduce data redundancy.



We used the minimum interval filter to eliminate outliers of the original three-dimensional point cloud and carried out point cloud denoising through Maptek I-Site Studio point cloud processing software. The processing results are shown in Figure 8.




4.1.2. Point Cloud Denoising


The 3D laser scanner could not obtain the complete 3D point cloud information in one attempt due to its limited scanning perspective and the complex environment. It was necessary to splice the point cloud data of different stations into the same coordinate system [24], which is the process of point cloud registration. In the point cloud registration process, according to the different classification standards, the registration of point cloud data can be divided into two categories: point cloud registration based on features and point cloud registration without features [25].



Due to the large and narrow slope of underground tunnel shaft, it was dangerous to install the total station and difficult to layout the target; thus, we selected the point cloud registration without a target. The most basic target-free point cloud registration algorithm is the Iterative Closest Point (ICP) algorithm [26]. Its processing flow is to collect samples from the original point cloud data, determine the point set corresponding to the initial matching, filter and screen the corresponding point pairs, and solve the transformation matrix. Maptek I-Site Studio software was used to register the cloud data of each scanning survey site of the underground shaft roadway based on the ICP algorithm. The results are shown in Figure 9. After registration in Figure 9b, it is evident that the 3D laser point cloud is obviously missing.





4.2. Data Processing of the RGB-D Camera


The Rosbag offline dataset recorded by the Realsense depth camera obtained the key frame of the dataset through Intel Realsense SDK to obtain the color image and depth image in the key frame. The basic image information of the color image and depth image, point cloud sensor data, and target coordinates under the camera coordinate system of the depth camera can be used to calculate the coordinate values of any pixel in the internal and external participating image of the depth camera in the world coordinate system.



The pixel (x, y) coordinates and the camera internal parameters provided by the color image in the camera coordinate system can obtain the (x, y) coordinates in the camera coordinate system, and the depth image can directly provide the (z) coordinates in the camera coordinate system, which enables us to obtain the point cloud data, as shown in Figure 10. The conversion formula between camera coordinate P and pixel coordinate PXY is as follows:
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where: x and y are the pixel coordinate values; X, Y, and Z are the camera coordinate values; K is the camera internal parameter matrix; fx, fy, cx, and cy are the camera internal parameters; and d is the depth value of each pixel measured by the depth camera.



After obtaining the key frame point cloud model of each shaft roadway, it was necessary to carry out point cloud registration on the point cloud data of different key frames. The most classic and common registration method is the ICP algorithm. The point cloud data of the RGB-D camera key frame was registered through the ICP algorithm based on Python. The registration results are shown in Figure 11a,b. The Ply data format of the registered depth camera point cloud data was converted to the general point cloud data format of Las.




4.3. Comparative Analysis of Two Kinds of Data


The accuracy of different point cloud data usually refers to the accuracy of the scanning instrument of point cloud, the accuracy of point cloud coordinates, the relative error of different collected data, etc. The data acquisition ranging accuracy of the 3D laser scanner is ±6 mm. When the ranging depth of the Realsense D455 depth camera is less than 4 m and the ranging accuracy is less than 2%, the relative accuracy of the point cloud can meet the needs of 3D modeling. Based on the 3D laser scanning point cloud data, the 3D point cloud data of the shaft roadway were collected and processed by two different devices. The characteristic points of the shaft roadway and the vertical section of the roadway were compared at the same position with the point cloud data of the depth camera.



We collected the same coordinate values of feature points for the two types of processed point cloud data respectively, calculated the three-dimensional space distance through the coordinate values of the two feature points, and measured the relative distance of the roadway vertical section from different point cloud data at the same position of the shaft. The smaller the three-dimensional distance difference, the higher the accuracy, and vice versa. The coordinates of three-dimensional feature points are shown in Figure 12. By measuring the distance between feature points, the maximum error was 2.617 cm and the minimum error was 0.031 cm, which can meet the visual repair of the missing part of 3D laser scanner data acquisition.





5. Repair of Point Cloud


The point cloud data collected by the three-dimensional laser scanner was largely missing, which had a certain impact on the establishment of three-dimensional point cloud visualization of underground shaft roadway, as shown in Figure 13. The missing parts of point cloud data were collected and repaired by RGB-D camera to finally ensure that the overall point cloud data of the manhole roadway was intuitive and true.



Generally, point cloud data repair is mainly reflected in the shape, position, and fit degree. The main steps of repair are coarse registration and fine registration of the two types of point clouds and then good repairing of the missing parts. In our study, the algorithm of FPFH [27] + ICP, ISS [28] + ICP, SVD [29] + ICP, and the 3d-NDT algorithm [30] were used to register and fuse the point cloud data of the RGB-D depth camera and 3D laser scanning point cloud to carry out further visual repair.



5.1. Point Cloud Repairing of FPFH + ICP Algorithm


The fast point feature histogram (FPFH) is an improved algorithm based on point feature histogram (PFH) [31] which refines the original algorithm and improves its computational efficiency. The process of the algorithm is to provide a fixed neighborhood interval for a certain geometric feature in the point cloud, calculate the geometric eigenvalues of the point cloud through the neighborhood interval, establish a histogram of the eigenvalues for statistics, and then obtain a statistical feature. After the corresponding point pairs of the target point cloud and the source point cloud are obtained according to the FPFH algorithm, the optimal transformation matrix is obtained through iterative calculation so that the pose of the target point cloud and the source point cloud is relatively accurate. The ICP algorithm is used for fine registration and the source point cloud data is repaired. The RGB-D roadway point cloud and the 3D laser scanning point cloud were repaired by FPFH + ICP algorithm; the RMSE value was 19.0657 mm and the repair results are shown in Figure 14a,b.




5.2. Point Cloud Repairing of ISS + ICP Algorithm


The internal shape descriptor algorithm of intrinsic shape signatures (ISS) is the representation of three-dimensional geometry of a target shape. Its principle is to establish a local coordinate system for each key point in the point cloud data, provide a weight radius with each key point as the center, and calculate the covariance matrix of all covered points and key points. The relationship between the eigenvalues of the covariance matrix is used to describe the characteristic degree of the point. After the ISS algorithm detects the feature points of the target point cloud and matches the descriptors, the target point cloud and the source point cloud already have a good initial pose, and then the ICP algorithm is used for fine registration between the source point cloud and the target point cloud, so as to meet the requirements of point cloud repair. The RGB-D roadway point cloud and 3D laser scanning point cloud were repaired by the ISS + ICP algorithm; the RMSE value was 13.8524 mm and the repair results are shown in Figure 15a,b.




5.3. Point Cloud Patching of SVD + ICP Algorithm


The singular value decomposition (SVD) algorithm is a matrix decomposition algorithm based on the sum of squares of minimum error to solve the objective function. It can reduce the dimension of the target feature space, thereby obtaining the feature description of the target and improving the noise resistance of the algorithm. After the rough registration of the target point cloud and source point cloud based on the SVD algorithm, the ICP algorithm is used to further refine the registration of target point cloud and source point cloud to successfully repair the source point cloud. The RGB-D roadway point cloud and the 3D laser scanning point cloud were repaired by SVD + ICP algorithm; the RMSE value was 22.3248 mm and the repair results are shown in Figure 16a,b.




5.4. Point Cloud Patching of 3D-NDT Algorithm


The normal distributions transform (NDT) algorithm is used to represent the three-dimensional point cloud data with a set of normal distribution, count the probability density of the point cloud data through the normal distribution value, and carry out point cloud registration. It is not necessary to calculate the characteristics of the target point cloud and the source point cloud and find the characteristic point pair. 3D-NDT can voxelize and divide all point clouds, then repeat the consistent process of the NDT algorithm. The RGB-D roadway point cloud and 3D laser scanning point cloud were repaired by the 3D-NDT algorithm; the RMSE value was 31.9413 mm and the repair results are shown in Figure 17a,b.



The main steps of point cloud visual patching are coarse registration and fine registration of two kinds of point cloud data. Therefore, the accuracy measurement of repair effect is the evaluation of point cloud registration accuracy. The repair effect is evaluated by the root mean square error (RMSE) and the registration verification diagram. The comparison of repair accuracy based on different registration algorithms is shown in Table 1. The formula of RMSE is as follows:
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(3)




where: n is the quantity; di is the distance difference error between the source point cloud data and the matching corresponding point pair.



From Table 1 and the registration verification diagram of each registration algorithm, it is evident that the registration algorithm based on ISS + ICP has advantages over others with high registration accuracy of the source point cloud and target point cloud. Therefore, the ISS + ICP registration algorithm is the best way to repair the point cloud.





6. Conclusions


The missing 3D point cloud not only affects the display effect but also has a great impact on the subsequent point cloud data processing. Therefore, it is necessary to repair the 3D point cloud data to ensure the integrity and authenticity of the point cloud data. The underground space of mines (such as goaves, access shafts, etc.) is narrow and hidden, so it is difficult to collect complete data by using a single data acquisition method. To solve this problem, this paper used the RGB-D depth camera to repair the hole caused by the missing three-dimensional laser scanning point cloud. RGB-D camera is smart and convenient for data acquisition in the narrow roadway and can collect roadway data in a small range. We used the ICP algorithm to align each key frame of the point cloud data collected by RGB-D camera. The maximum error of the point cloud constructed by two different devices was 2.617 cm, and the minimum was 0.031 cm, which can satisfy the visual repair of the missing parts of the 3D laser scanner data collection. The obtained RGB-D camera point cloud and 3D laser scanning hole point cloud could be repaired by the algorithms of FPFH + ICP, ISS + ICP, SVD + ICP, or 3D-NDT. Our study results indicated that the ISS + ICP registration algorithm performed better than others, with the number of point clouds participating in RMSE calculation being 28,153 and an RMSE value of 13.8524 mm. Its relative accuracy meets the requirements of visual repair. The repair results show that the two-point clouds fit well, which not only met the requirements of hole repair, but also maintained the original characteristics of the underground access shaft roadway for quantitative analysis.
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Figure 1. Depth cameras with different imaging principles. (a) Structured light camera; (b) Time of Flight camera; (c) Binocular vision camera. 
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Figure 2. Original image of RGB-D camera. (a) Color image; (b) Depth image. 
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Figure 3. Overview of the study area. (The model is constructed by tilt photogrammetry). (a) Overall view of the mine; (b) Front view of the mining part of the mine. 
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Figure 4. Flow chart of 3D laser data acquisition. 
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Figure 5. Point cloud data acquisition diagram of manhole roadway. (a) Point cloud data acquisition of 3D laser scanner; (b) Coordinate data acquisition of target points. 
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Figure 6. Data acquisition flow chart of the depth camera. 
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Figure 7. Data acquisition diagram of depth camera. (a) Depth camera data acquisition site; (b) Offline dataset recorded by Intel Realsense SDK. 
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Figure 8. Before and after point cloud denoising. (a) Point cloud before denoising; (b) Point cloud after denoising. 
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Figure 9. Before and after 3D laser point cloud registration. (a) Point cloud before registration; (b) Point cloud after registration. 
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Figure 10. Conversion of RGB image and depth image into point cloud data. (a) Color image; (b) Depth image; (c) Point cloud. 
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Figure 11. (a) Python point cloud data processing interface. (b) Process diagram of point cloud data registration of depth camera. (b1) Before registration; (b2) Registration in progress; (b3) After registration. 
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Figure 12. Point cloud data measurement map. (a) 3D laser point cloud data measurement; (b) Depth camera point cloud data measurement. 
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Figure 13. Missing 3D laser point cloud data. (a) Side view; (b) Front view. 
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Figure 14. (a) Point cloud patching diagram of FPTH + ICP algorithm. (a1) Initial pose; (a2) Coarse registration; (a3) Fine registration side view; (a4) Fine registration top view. (b) Fine registration verification diagram. 
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Figure 15. (a) Point cloud patching diagram of ISS + ICP algorithm. (a1) Initial pose; (a2) Coarse registration; (a3) Fine registration side view; (a4) Fine registration top view. (b) Fine registration verification diagram. 
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Figure 16. (a) Point cloud patching diagram of SVD + ICP algorithm. (a1) Initial pose; (a2) Coarse registration; (a3) Fine registration side view; (a4) Fine registration top view. (b) Fine registration verification diagram. 
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Figure 17. (a) Point cloud patching diagram of 3D-NDT algorithm. (a1) Initial pose; (a2) Fine registration side view; (a3) Fine registration top view. (b) Fine registration verification diagram. 
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Table 1. Comparison table of repair accuracy by different registration algorithms.
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	Algorithm
	Registered RMSE

Interval (m)
	Total Points of Point Cloud Data

(RGB-D/TLS)
	Number of Points of Point Cloud Data

Involved in RMSE Calculation
	RMSE

(mm)





	FPTH + ICP
	0.003
	1,388,470/726,820
	27,057
	19.0657



	ISS + ICP
	0.003
	1,388,470/726,820
	28,153
	13.8524



	SVD + ICP
	0.003
	1,388,470/726,820
	27,251
	22.3248



	3D-NDT
	0.003
	1,388,470/726,820
	27,449
	31.9413
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