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Abstract: Outliers that deviate from a normal distribution are typically removed during the analysis
process. However, the patterns of outliers are recognized as important information in the outlier
detection method. This study proposes a technology trend screening framework based on a machine
learning algorithm using outliers. The proposed method is as follows: first, we split the dataset by
time into training and testing sets for training the Doc2Vec model. Next, we pre-process the patent
documents using the trained model. The final outlier documents are selected from the preprocessed
document data, through voting for the outlier documents extracted using the IQR, the three-sigma
rule, and the Isolation Forest algorithm. Finally, the technical topics of the outlier documents extracted
through the topic model are identified. This study analyzes the patent data on drones to describe the
proposed method. Results show that, despite cumulative research on drone-related hardware and
system technology, there is a general lack of research regarding the autonomous flight field.

Keywords: patent analysis; drone; Doc2Vec; topic model; outlier

1. Introduction

Continuous interest has been paid to big data for approximately 10 years, and there
has been a continuous emphasis on its importance. Big data was defined as data having
3V properties—Velocity, Volume, and Variety [1]. Moreover, the properties of big data are
called 5V, including Value and Veracity, and in particular, value is described as the crucial
part of big data [2]. In contemporary society, big data is applied in various fields, such
as industries, economics, and logistics, contributing to resolving difficult problems and
creating new value.

In technology management, various efforts are being made to derive differentiated
strategies using big data, seeking a competitive edge in a difficult business environment.
In recent years, the convergence of technologies has actively fostered technological devel-
opment. As a result, the shortening cycle of technology development necessitates rapid
technology development. However, it is difficult to accomplish this due to a corresponding
increase in development costs. Thus, companies are seeking, instead of direct R&D, strate-
gies to gain a competitive advantage by jointly utilizing knowledge, such as technology
transfer and joint development, or acquiring related companies [3–5].

Patents can be considered to be a method to secure the right to knowledge that is
the product of R&D in the technology field. A patent is a system that grants exclusive
rights to an inventor, rather than disclosing the content of the invention. Many universi-
ties, research institutes, and companies apply for and register patents to secure exclusive
rights to newly developed technologies. Thus, a patent application or patent registration
(hereinafter referred to as a “patent document”) can be said to be a technical document.
Patent documents, to describe each technology, are composed using various expressive
forms, such as text, pictures, and numbers. Furthermore, these documents include prior
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research and a general description of a specific field for the legal protection of technology
and a clear definition of its rights [6,7]. In this respect, patent analysis has long been
recognized as an important approach to evaluating the change in technologies in various
aspects [8]. Patent analysis can be conducted from both microscopic and macroscopic
viewpoints [7]. The microscopic viewpoint refers to the detailed analysis of a single patent
document, while the macroscopic refers to the analysis of a patent portfolio. In particular,
recent developments in big data technologies, including data storage and processing, have
led to attempts to analyze individual patent documents from a macroscopic viewpoint to
accomplish various goals: (a) discovery of promising technologies, (b) search for vacant
technologies, (c) technology forecasting, (d) technological road mapping, and (e) analyzing
patent trends [6]. The patent big data analysis method analyzes patents utilizing data
mining techniques from a macroscopic viewpoint [9–13]. In particular, the analysis of the
text of patent documents is characterized by count-based word representation (CBWR),
such as bag-of word (BoW), term frequency-inverse document frequency (TF-IDF), and
document-term matrix (DTM) [11,14–17]. The CBWR is a method of vectorizing keywords
with the frequency of occurrence regardless of the order of words. In this case, the BoW,
which treats homonyms as the same keyword, can misinterpret the analysis results.

Typically, outliers are removed in statistical analysis because they have the potential
to cause errors. However, some studies have recognized and utilized outliers as important
features [16,18–21]. With the frequent emergence of new technologies, we often are receiv-
ing news about new technology. Because new technology introduced is not widely known
yet, the terms of new technology are infrequent in documents. In this respect, keywords
with low frequency may be recognized as outliers, which are data that deviate from the
distribution or pattern of normal data, and are further removed from the analysis. Jun
and Park proposed a method of eliminating a small volume of data from a macroscopic
viewpoint to improve this problem [17]. Thus, we intend to propose a framework that can
screen technology trends by analyzing outliers in patent documents.

The proposed framework uses representation learning to overcome the limitations
of previous research on patent big data analysis based on CBWR. Embedding techniques,
such as Word2vec, Doc2vec, and global vectors for word representation (GloVe) have
been proposed to overcome the limitation of information loss that occurs during the
text vectorization process [22–24]. This study utilizes Doc2vec, which is the algorithm
that a paragraph or document represents as a vector through learning, to allow similar
patent document vectors to be located closer. Thus, we pre-process patent documents
through Doc2vec and analyze outlier data to identify technology trends. In this case,
this study seeks to discover meaningful information from the outlier data by analyzing it
through the outlier detection technique. The proposed framework is able to provide useful
information, such as new technology, vacant technology, and emerging technology, from
outliers. Therefore, researchers or R&D planners can reduce the losing opportunity and
respond to a technology change quickly. The remainder of this research article is organized
as follows. Section 2 describes the analysis method using patent big data, Doc2vec, and the
Topic model. Section 3 introduces the proposed method in detail, and Section 4 summarizes
the experiments conducted based on the method proposed in Section 3. Finally, Section 5
provides a summary of the results and presents implications.

2. Literature Review on Methodology
2.1. Patent Analysis on Management of Technology

Patent analysis is useful for obtaining new information on technology, and establishing
technology development strategies by securing technological strengths, weaknesses, and
intellectual property (IP) portfolios of competitors [6]. A patent grants exclusive rights
to an inventor for a certain period of time in exchange for disclosing the detail of the
invention to the public. Some companies are unwilling to apply for a patent to avoid the
disclosure of the invention to the public. However, many companies tend to be active in
patent applications due to the advantage of a unique market positioning with the strategic
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utilization of patents. The conventional approaches to understanding technology trends
have been focused mainly on analysis based on expert opinions, which is exemplified by the
Delphi method [25]. This approach is disadvantageous due to a large deviation in the results
depending on the experience and knowledge levels of experts. In addition to the trend of
an active patent application for corporate competitiveness, research is being conducted
regarding patent analysis based on scientific techniques, due to the recent improvement in
computing performance and the development of big data analysis technology [11,14–17].
Patent data utilized in patent analysis applying text mining techniques are mostly written
in text because the rights are protected based on the content of the claims. Accordingly,
Yoon et al. proposed a patent analysis method using text mining and network analysis
techniques [14]. Jun conducted a study comparing the core technologies of major companies
through the network relationship in the international patent classification (IPC), as well as
text data in patent data [26]. A technology transfer prediction model was proposed based
on patent analysis using quantitative data included in patent data, such as the number
of applicants, citations, and claims [27]. As thus far described, patent analysis is a useful
technique, which provides valuable information in technology management, as well as
objective information in establishing technology development strategies.

2.2. Document Embedding Method—Doc2Vec

Doc2Vec is a method proposed by Quoc Le and Tomas Mikolov in 2014, which is
subdivided into distributed memory model of paragraph (PV-DM) and distributed bag of
words version given the paragraph vector (PV-DBOW) models [23]. Figure 1a,b shows the
PV-DM model and the DBOW model.
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Figure 1. Doc2Vec Model (a) Distributed Memory Model, (b) Distributed Bag of Words Model [23].

A paragraph vector predicts the following word in many contexts sampled from a
paragraph. In PV-DM, each paragraph is mapped onto a unique vector and represented
in a column of matrix D, and each word is further mapped onto a unique vector and
represented by a column of matrix W. Paragraph and word vectors are either averaged or
concatenated to predict the following word in context.

y = b + Uh(wt−k, . . . , wt+k; W). (1)

In Equation (1), U and b are softmax parameters, and h is produced by concatenation
or average of word vectors extracted from matrix w. The above method considers the
concatenation of the paragraph vectors including the word vector to predict the following
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word in the text window. PV-DBOW is characterized by training using paragraph vectors
alone. A paragraph vector is utilized to classify words in the document, rather than to
predict the target word [23]. Thus, PV-DBOW has the advantage of using less memory.

2.3. Outlier and Outlier Detection

Outliers are data that deviate from the distribution or pattern of normal data (inlin-
ers) [18–20]. Reasons for observing outliers include human error, instrumentation error,
and malicious activity [18]. Outliers, exhibiting different patterns from normal data, can
induce distortion in statistical data analysis, which is typically considered to be noise data
and subjected to data cleansing. In contrast, outliers arising from instrumentation error and
malicious activity are characterized by different patterns from normal data, and analysts
attempt to obtain new insights from them using various approaches. There have been
many studies on ways to extract meaningful information from an abnormal pattern found
in outliers.

Outlier detection techniques (ODTs) can be largely divided into two types, anomaly
detection and novelty detection, which are representative techniques for using outliers in
machine learning. One method, anomaly detection, is to detect noise data that deviates from
the distribution or pattern of normal data. The other is novelty detection, which discovers
new patterns that have not been observed from normal data [18,20]. That is a technique that
performs training regarding only the data located in a normal distribution, considering all
data but the data located in the normal distribution to be abnormal. In particular, the latter
is widely used to detect risk factors in the security field, including the discovery of terrorist
activities, cyberattacks, and credit card fraud, or to detect abnormal signs from facilities [28].
These outliers, which can become either noise or useful information, depending on the
viewpoint of the data analysis, can be detected through machine learning algorithms, such
as one class-support vector machine (OC-SVM), Isolation Forest (iForest), and density-
based spatial clustering of applications with noise (DBSCAN). In the patent analysis and
patent mining (as a subfield of technology management), there has been research to apply
the aforementioned novelty detection technique to establish a technology development
strategy [16,21].

2.4. Topic Model

This study utilizes Latent Dirichlet allocation (LDA), a topic modelling technique, to
identify mainstream and non-mainstream technologies. The LDA, a generative probabilistic
model proposed by D. Blei (2003), is a three-level hierarchical Bayesian model: corpus-level
parameter, document-level parameter, and word-level variable [29]. Figure 2 shows the
structure of the LDA.
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Following the generative process for each document w in a corpus D is assumed
in LDA.

1. Choose N ∼ Poission(ξ)
2. Choose θ ∼ Dir(α)
3. For each of the N words wn
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a. Choose a topic zn ∼ Multinomial(θ)
b. Choose a word wn from p(wn|zn, β), a multinomial probability conditioned on

the topic zn

The dimensionality k of the Dirichlet distribution can be selected through known or
fixed. Topic variable z follows the dimensionality k of the Dirichlet distribution. Next, the
word probabilities are parameterized by a k× V matrix β where βij = p

(
wj = 1

∣∣zi = 1
)
,

treated as a fixed quantity to be estimated. The Poisson assumption is not important, more
realistic document length distributions can be used as needed. The k-dimensional Dirichlet
random variable θ may have a value in (k− 1)-simplex. The probability density on simplex
is shown in Equation (2). The parameter α is a component where αi > 0 and Γ(x) is a
Gamma function.

p(θ|α) =
Γ
(

∑k
i=1 αi

)
∏k

i=1 Γ(αi)
θα1−1

1 . . . θ
αk−1
k (2)

Given the parameters α, β, which are corpus level parameters, the joint distribution
of a topic mixture θ, a set of N topics z, and a set of N words w can be represented as in
Equation (3).

p(θ, z, w|α, β) = p(θ|α)∏N
n=1 p(zn|θ)p(wn|zn, β), (3)

where p(zn|θ) is θi for the unique i such that zi
n = 1. The integral for θ, and the sum for z,

resulting in a marginal distribution for the document as shown in Equation (4).

p(w|α, β) =
∫

p(θ|α)
(
∏N

n=1 ∑zn p(zn|θ)p(wn|zn, β)
)

dθ, (4)

Ultimately, as shown in Equation (5), the probability of corpus can be obtained as the
product of the marginal probability for single documents.

p(D|α, β) =
M

∏
d=1

∫
p(θd|α)

(
N

∏
n=1

∑
zn

p(zdn|θd)p(wdn|zdn, β)

)
dθd (5)

3. Proposed Methodology

This section explains details of the technology trend screening framework. The pro-
posed methodology is based on a machine learning algorithm. Figure 3 shows the flowchart
for the proposed.
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To describe the proposed method, this study utilizes patent data on drone technology.
The study procedure is described below:

(Step 1) Collecting the drone patent documents
(1-1) Search and collect drone-related technology patent data in the patent database
(1-2) Remove noise data, and create the valid dataset
(Step 2) Preprocessing the Patent dataset
(2-1) Parse collected patent data
(2-2) Remove stopwords, punctuation, etc.
(2-3) Standardize data with a Document-Term matrix
(Step 3) Apply the Doc2Vec model to structured data.
(3-1) Split the pre-processed data into train and test sets for training the Doc2Vec model
(3-2) Identify Inner and Outliers of document vector using IQR
(3-3) Identify Inner and Outliers of document vector using three-sigma
(3-4) Identify Inner and Outliers using the iForest algorithm
(3-5) Select the final outlier through voting for outliers derived through three methods
(Step 4) Apply the LDA model to the Inner set and Outlier set
(4-1) Calculate perplexity to determine the optimal number of topics, k
(4-2) Derive Topic through LDA application to Inner and Outlier sets of document

vector for the Train Set
(4-3) Derive Topic through LDA application to Inner and Outlier sets of document

vector for Test Set
(Step 5) Identify the changes in Train Topic and Test Topic, and apply them to

R&D Planning

3.1. Collecting the Data

We use the patent data on the drone technical field to explain the proposed method-
ology, due to our research proposal being to describe the technology trend screening
methodology. A drone is an unmanned aerial vehicle that flies without a human driver. As
the high utility value of drones is recognized, and their prices become relatively lower, there
has been related research conducted in various fields, such as military use, agriculture, and
mobility. To describe the proposed methodology, we collect the patent data from KIPRIS (a
Korean industrial property information search service), which provides the patent infor-
mation that searchers needed. Table 1 below shows the results of searching for patents on
drone technology.

Table 1. Collected data—Patent data.

Technical Field Number of Avg.
Words in Document

Number of
Documents Period

Drone 636 3854 January
2000–December 2019

3.2. Apply the Doc2Vec

Patent data is document data including various types of information, such as text,
pictures, and numbers. In particular, the analysis of the text, where the content of the
technology is described, is essential. This study is aimed mainly at proposing a framework
that can screen technological changes by using patent document data. Thus, this study
utilizes the text of patent data.

Text data, which is representative of unstructured data, is required conversion into
structured data through pre-processing. Pre-processing of text data includes the re-
moval of stopwords, such as “a,” “the,” “by,” “as,” and “to,” of punctuation and of
unnecessary symbols.

After text pre-processing, the document data are able to be embedded as vectors
through the Doc2vec model. As introduced in Section 2.2, similar documents are located at
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closer coordinates, dissimilar documents are located at relatively more distant coordinates,
and vice versa. Table 2 presents the hyperparameters of the Doc2vec algorithm applied to
represent the pre-processed patent document as vectors.

Table 2. Hyperparameters for the Doc2vec model.

Hyperparameter Candidates

Vector size 2
Window 10

Minimum count 2
Epoch 30

3.3. Technology Trend Screening Using Outlier Detection and Topic Model

This section will describe the proposed technology trend screening method based on
a machine learning algorithm. Figure 4 shows the proposed approach. The key to our
approach is to obtain information in outliers and present how to apply that in technology
management.
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This study utilizes the document embedding results performed in Section 3.2 for tech-
nology trend screening. An outlier detection method is applied to distinguish mainstream
and non-mainstream technologies in document embedding results. Three techniques,
as shown in Figure 3, are applied to find outliers to enhance the accuracy of the analy-
sis: (1) finding the outlier using interquartile range(IQR) (2) finding the outlier using the
three-sigma rule (3) finding the outlier using iForest.

The outlier detection method using IQR, IQR can be calculated using Equation (6). Q1
and Q3 refer to the first and third quartiles, respectively.

IQR = Q3 − Q1 (6)

If an observation value is smaller than Q1 − 1.5× IQR, or larger than Q3 + 1.5× IQR,
the value is determined to be an outlier.

The technique to find outliers using the three-sigma rule is described as follows. When
the distribution of data is a normal distribution, an outlier is determined if it deviates from
Equation (7). µ and σ refer to mean and standard deviation, respectively.

µ± 3σ (7)

iForest, a machine learning-based outlier detection algorithm proposed by Fei et al., is
executed based on the regression decision tree [30]. In iForest, because normal data requires
recursive binary partitioning, which is not true for outliers, there is an assumption that its
depth is close to the root node.

Non-mainstream outliers are selected through voting for the set of outliers derived
through each outlier detection technique. LDA is utilized to identify technical topics for
the selected set of outliers. Table 3 shows the hyperparameters for the LDA model.
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Table 3. Hyperparameters for the LDA model.

Hyperparameter Candidates

Inference Algorithm Gibbs Sampling
The Number of K From 1 to 10

Parameter α α = 1.0
T

Perplexity is one of the measures for evaluating a probabilistic model, which deter-
mines how well a model performs a prediction for a given dataset [29]. Because LDA
is one of the representative probabilistic models, it can be evaluated using perplexity. A
lower perplexity value represents a better generalization performance. When there are M
document test sets, perplexity can be obtained by using Equation (8).

perplexity(Dtest) = exp

{
−∑M

d=1 log p(wd)

∑M
d=1 Nd

}
(8)

As mentioned above, perplexity is primarily identified to determine the optimal
number of topics. Therefore, the lowest perplexity value can be considered optimal k.

4. Experiments and Results

To describe the trend screening framework proposed in this study, drone data is
utilized as shown in Section 3.1. The graph shown in Figure 5 shows the trends of drone
patent applications and registrations per annum.
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Figure 5. Drone patent applications and registrations trends per annum.

According to the trend of drone patent applications, there has been a drastic increase
since 2010. The number of registered patents has increased proportionately. Since it
takes 18 months for a patent to be published, we do not consider the drastic decrease in
drone-related patents after 2018 in our research.



Appl. Sci. 2022, 12, 8920 9 of 15

The data are dimensionally reduced to two dimensions using Doc2vec to analyze the
collected drone data using the proposed framework. In this case, the hyperparameters
of the Doc2vec model are shown in Table 2. The data are arranged by year to identify
the history of drone technology. Table 4 presents the quantities of inclusive data by year.
The data are split depending on the periods separated shown in Table 4, and further
pre-processed through word embedding.

Table 4. The number of data according to years.

2000–2016 2017–2019

Number of documents 2770 1084

Three outlier extraction techniques are applied to construct an ensemble outlier extrac-
tion model based on the pre-processed text data, First, outliers are extracted by using IQR.
Table 5 shows the criteria for the upper and lower bounds using IQR.

Table 5. Criteria for the upper and lower bounds using IQR.

X-Axis Y-Axis

IQR 1.241 2.600
Minimum (Q1− 1.5× IQR) −1.045 −5.834
Maximum (Q3 + 1.5× IQR) 3.918 4.567

Figure 6 shows the results of applying the outlier extraction method using IQR. The
boundary is represented as a red box based on the criteria of Table 5; there is a signifi-
cant decrease in the outlier documents of the testing section in comparison between the
train sets.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 10 of 16 
 

Table 5. Criteria for the upper and lower bounds using IQR. 

 X-Axis Y-Axis 
IQR 1.241 2.600 

Minimum ሺQ1 െ 1.5 ൈ IQRሻ −1.045 −5.834 
Maximum ሺQ3 + 1.5 ൈ IQRሻ 3.918 4.567 

Figure 6 shows the results of applying the outlier extraction method using IQR. The 
boundary is represented as a red box based on the criteria of Table 5; there is a significant 
decrease in the outlier documents of the testing section in comparison between the train 
sets. 

 
Figure 6. The result of document embedding (IQR). 

Second, the three-sigma rule is applied to extract outliers. Table 6 shows the upper 
and lower bounds for outliers calculated according to the three-sigma rule. 

Table 6. Descriptive Statistic for Documents vectors. 

 Mean Std. Outlier (Left) Outlier (Right) 
X-axis 1.541 1.081 −1.702 4.784 
Y-axis −0.745 1.864 −6.338 4.848 

Figure 7 shows the result of applying the three-sigma rule. As previously stated, the 
boundary is shown as a red box in the figure; outlier documents were present on the lower 
bound along the y-axis in the training set, while no outlier was identified at the same lo-
cation of the testing set. 

Figure 6. The result of document embedding (IQR).

Second, the three-sigma rule is applied to extract outliers. Table 6 shows the upper
and lower bounds for outliers calculated according to the three-sigma rule.

Table 6. Descriptive Statistic for Documents vectors.

Mean Std. Outlier (Left) Outlier (Right)

X-axis 1.541 1.081 −1.702 4.784
Y-axis −0.745 1.864 −6.338 4.848
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Figure 7 shows the result of applying the three-sigma rule. As previously stated, the
boundary is shown as a red box in the figure; outlier documents were present on the lower
bound along the y-axis in the training set, while no outlier was identified at the same
location of the testing set.
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Finally, the result of applying iForest is shown in Figure 8. As a result, the number of
outlier documents was reduced in the test set located at the bottom of the graph, similar to
using the three-sigma rule.
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Figure 8. The result of document embedding (iForest).

The final outlier document is determined using the ensemble outlier extraction model
proposed in this study. Table 7 shows the results from each outlier extraction method
regarding whether documents are outliers.
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Table 7. Result of Ensemble Outlier Detection.

Document No. IQR 3 Sigma-Rule iForest

US 10000285
√
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As shown in Table 7, a technical document is finally selected as an outlier through
voting for the results of IQR, the three-sigma rule, and iForest. In this study, when an outlier
is selected from two or more methods, it is judged as the final outlier description document.

Figure 9 presents the annual trend of outliers derived through the proposed method.
It shows a continuously increasing trend in the number of outliers from 2001 to 2016. In
particular, there was a drastic increase in the number of patent applications corresponding
to outliers from 2013. Despite the recent three-year decrease on the graph, the collected
data may include unpublished patents, considering that patents are published 18 months
after their filing. Thus, the data until 2017 are examined, and the results show that there
were many outliers in 2017. In this respect, because the proposed method classifies the
recently applied patents as outliers, this method is capable of screening technology trends.
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Figure 9. Patent application trends by year based on outliers.

This study utilizes the topic model to identify the topic of the technology located in
both inner and outlier parts. As described in Section 3.3, the optimal number of topics is
set based on perplexity, and this study determines the optimal number of topics where
perplexity is minimum.

Figure 10 indicates the values of inner and outer perplexity values in the training and
testing datasets, respectively. According to the results, the perplexity value is the lowest
when k = 9 in both training and test sections of the inner set, while it is lowest when k = 1
in both training and test sections of the outlier set. We extract topics through the topic
model based on the above results, which are presented in Table 8.

Among the documents included in the training set, nine technical topics in the inner
set can be identified, and one in the outlier set. The detailed topics included in the inner set
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of the training set indicate that the technology development is related mainly to the drone’s
hardware and functions. However, there is a relative lack of technology related to the drone
control system. In contrast, nine technical topics can be identified from the documents
included in the testing set, whose development was related mainly to network, fuel, and
drone control. However, there is a relative lack of technology related to flight control in the
outlier set of the testing set. This result may be attributed to the recent autonomous flight
control technology, which could be considered to be a vacant technology.

Table 8. Result of the topic model.

Technology Area Topic No. Topic Description Keyword

Inner
in Training set

1 Navigation & sensor
technology

data, determin, flight, base, devic, sensor,
inform, processor, method, compris

2 Drone network technology drone, signal, commun, receiv, system,
object, configure, modul, data, network

3 HMI(Human Machine
Interface) technology

control, system, flight, oper, mode,
command, configur, unit, signa, devic

4 Thrust technology wing, rotat, rotor, motor, drive, propel,
fuselag, axi, blade, propuls

5 Payload technology
captur, portion, configur, compris,

assembl, posit, surfac, coupl,
member, arm

6 Perception technology uav, vehicl, aerial, unman, imag, locat,
area, camera, may, sensor

7 Energy management
technology

power, deliveri, air, electr, packag,
system, batteri, energi, transport, sourc

8 Technology for mission
capable

cell, platform, mobil, robot, light, beam,
tower, array, plural, extern

9 Drone landing technology aircraft, land, posit, ground, point, zone,
method, featur, speed, later

Outlier
in Training set 1 UAS(unmanned aircraft

system) Tech.
control, vehicl, system, uav, compris,

imag, flight, devic, aircraft, data

Inner
in Testing set

1 Payload technology motor, portion, propel, payload, configur,
plural, support, packag, compris, arm

2 Drone structure technology rotor, assembl, wing, propuls, rotat, axi,
vertic, surfac, bodi, lift

3 Location estimation
technology

data, drone, determin, locat, base, plural,
sensor, method, processor, devic

4 Network infra technology signal, commun, wireless, system, devic,
receiv, mobil, network, modul, antenna

5 Fuel cell technology batteri, configur, posit, coupl, deploy,
unit, include, member, connect, compris

6 Communication control
technology

vehicl, uav, aerial, unman, system,
control, configur, compris, may, commun

7 Perception technology imag, object, captur, camera, light, detect,
virtual, len, plural, design

8 Charging technology power, electr, station, main, state,
subsystem, connect, protect, left, adapt

9 Thrust control & landing
technology

control, aircraft, flight, oper, system,
mode, command, signal, thrust, gener

Outlier
in Testing set 1 Flight control technology vehicl, aerial, system, drone, control,

unman, flight, compris, posit, configur
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5. Conclusions and Future Research

This study proposes a technology trend screening framework using outliers. Previous
studies have presented various methods for selecting keywords from patent documents,
aiming at technology forecasting, the discovery of promising technologies, and the search
for vacant technologies. However, the previous keyword-based method risks information
loss during the pre-processing step. This study, to overcome these limitations, presents a
method for interpreting outliers as a new pattern, from a technological viewpoint. DTM is
generated by pre-processing text from the collected patent documents by minimizing the
amount of information loss. The latest three-year data based on the time series are assigned
to the testing dataset, while the remaining data are assigned to the training dataset to train
the Doc2vec model. The trained model is utilized to reduce each embedded document to
two dimensions. The inner and outlier parts are distinguished by applying outlier detection
techniques, IQR, the three-sigma rule, and iForest, to the dimensionally reduced patent
document data. The outliers extracted through each technique are used to construct an
ensemble outlier extraction model proposed through voting. The final inner and outlier sets
are determined through the constructed model, and the topic model is further applied to
identify the technical description included in each set. According to the results of analyzing
the drone technology field using the method proposed in this study, research was done
regarding the technical fields related to the hardware and functions of the drone during the
period included in the training set. In contrast, there is a lack of research on drone systems.
The latest three-year technological change revealed that technology development has been
related mainly to network, fuel, and drone control. However, the flight control technology
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field was determined to be an outlier, which may be attributed to the recent research on
autonomous flight. Therefore, the autonomous flight field will be a vacant or promising
technology for future studies in the drone field.

This study is significant in that it proposed a technology trend screening framework
that offers a guide to considering outliers as new patterns, or new or vacant technologies.
In our research, we use unsupervised learning to identify detailed technology in each
inner and outlier set. Due to depending on text information only, there is a limitation that
the performance of the model cannot be measured. In future research, there is a need to
consider an outlier detection method through supervised learning to secure the reliability
of the model. Also, we try to apply the XAI (explainable AI) techniques to explain in more
detail why a patent has novelty or not. These efforts are expected to help technology-based
corporates establish more effective strategies in the future.
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