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Abstract: High-resolution and wide-swath (HRWS) synthetic aperture radar (SAR) is a promising
technique for applications such as maritime surveillance. In the maritime environment, normally only
a few targets such as ships are interested. However, before detecting them, considerable receiving
resources and computation time are required to receive the echoes of the whole scene and process them
to obtain imaging results. This is a heavy burden for online monitoring on platforms with limited
resources. To address these issues, different from the concept of whole-scene-oriented imaging,
we propose a target-oriented imaging concept, which is implemented by an adaptive receiving–
processing–decision feedback framework with feedback connection. (1) To reduce receiving resource
consumption, we propose a two-dimensional adaptive receiving module. It receives sub-band
echoes of targets only through dechirping and subaperture decomposition in the range and azimuth
directions, respectively. (2) To reduce computation time, we propose a target-oriented processing
module. It processes subarea echoes of targets only through parallelly conducting inverse fast Fourier
transform (IFFT) and back projection (BP) in the range and azimuth directions, respectively. (3) To
allocate resources reasonably, we propose a decision module. It decides the necessary receiving
window, bandwidth, and image resolution through constant false alarm rate (CFAR) detection. (4) To
allocate resources adaptively, we connect three modules with a closed loop to enable feedback. This
enables progressive target imaging and detection from rough to fine. Experimental results verify the
feasibility of the proposed framework. Compared with the current one, for a typical scenario, at least
30% of the system’s resources and 99% of computation time are saved.

Keywords: target-oriented imaging; high resolution and wide swath (HRWS); azimuth multichannel
SAR; dechirping; variable resolution; back projection algorithm; target detection

1. Introduction

High-resolution and wide-swath synthetic aperture radar (HRWS SAR) has drawn a
lot of attention over the years [1–5]. The main reason is that it can overcome the minimum
antenna area constraint and provide high-resolution images of more extensive areas com-
pared with the traditional SAR [6,7]. For example, the German Aerospace Center (DRL)
plans a mission called High-Resolution Wide-Swath to enhance the performance of the
current SAR system, TerraSAR-X. The mission designs a 3 m resolution with 80 km swath
coverage for the stripmap mode [8]. Compared with the current TerraSAR-X [9], a 30 km
increment is obtained. These prominent advantages make it suitable for applications such
as maritime transportation surveillance [8], military target indication [10–12], etc.

Compared with the traditional SAR, the system’s pulse repetition frequency (PRF)
needs to be lower to receive echoes from the wide swath area. This may result in the under-
sampling problem in the azimuth direction, causing ghost images from Doppler ambiguity
in the final imaging result [13]. To solve this problem, the HRWS SAR system is designed
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to deploy multiple receiving channels in the azimuth direction [14]. By receiving echo
from multiple channels at the same time, using spatial sampling to replace it, equivalent
sampling frequency thus increases multiple times, and undersampling is avoided. Due
to these additional receiving channels, new imaging models need to be established, and
corresponding imaging algorithms need to be studied. Researchers mainly studied these
two aspects over the last decade [3,4,15–22], among which issues related to imaging such
as multichannel signal reconstruction [13,15–18], amplitude/phase balancing, and motion
error compensation [3–5,19,20] were studied the most. In the meantime, along with these
developments, multiple new spaceborne and airborne SAR systems have been designed
with HRWS imaging capability [2,8,21–23], which again shows its attractive practical value.

The previous methods follow the imaging framework in which the imaging result of
the whole scene is needed first before detecting targets [24,25]. For some specific application
fields, such as maritime surveillance, the online processing performance is limited due to
the following two gaps left by previous approaches.

First, when the hardware resources are limited, the design of the imaging framework
does not consider it. From the perspective of hardware receiving resources, high resolution
means that a high sampling rate is required to sample echo signals with large bandwidth,
and wide coverage means a large storage capacity to store echo signals of the whole scene.
Although most of them provide little information, the system still needs to receive their
echo signals, which increases the consumption of receiving resources.

Secondly, when the real-time requirement for software processing is high, the design
of the imaging framework does not consider it. From the perspective of computation time,
all echoes need to be processed to obtain the whole scene image, increasing computation
time consumption.

To fill the two gaps, we need to design a new imaging framework related to hardware
and software, and the focus should be on the consumption and allocation of resources.
Thus, conceptually, we propose a new imaging concept to guide the design of the imaging
framework. Unlike the existing whole-scene-oriented imaging framework, the concept is
target-oriented: the system’s resource allocation is to serve the online target-detection task.
Specifically, guided by the concept, we propose an adaptive receiving–processing–decision
feedback framework from the aspects of hardware, software, and their combination. To be
specific:

First, to reduce the consumption of receiving hardware resources, we propose a two-
dimensional adaptive receiving module, which only receives echoes from targets. Specifi-
cally, it receives necessary bandwidth and time-width echoes from targets by dechirping
and subaperture decomposition in the range and azimuth directions, respectively.

Second, to reduce the consumption of computation time, we propose a target-oriented
processing module, which only processes the echoes from targets. Specifically, it only
obtains the images of targets with a necessary resolution by parallel-streaming inverse fast
Fourier transform (IFFT) and back projection (BP) in the range and azimuth directions,
respectively.

Third, to allocate resources reasonably, we propose a decision module, which decides
the parameters of the receiving and processing modules. Specifically, it determines the
receiving window, the receiving aperture in the range and azimuth directions, and the
processing bandwidth by constant false alarm rate (CFAR) detection to extract areas of
targets.

Fourth, to allocate resources adaptively, we connect three modules in a closed loop
to realize feedback. Specifically, it fulfills allocating resources adaptively by imaging and
detecting targets progressively from coarse to fine.

The contributions of this work are summarized as follows.

1. A target-oriented imaging concept is proposed for HRWS SAR imaging. To the best of
our knowledge, this is a first in the HRWS SAR imaging community.

2. An adaptive receiving–processing–decision feedback framework, aiming at specific
application fields such as maritime surveillance, is proposed to fulfill the concept. We
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propose three modules (2D adaptive receiving module, target-oriented processing
module, and decision module) with a closed-loop connection. The modules and the
link are designed considering characteristics related to the application field, imaging
scene, and the radar system.

3. The proposed framework simplifies the processing flow, providing a feasible end-to-
end way for HRWS SAR online maritime surveillance to obtain the target detection
results directly.

The feasibility of the proposed target-oriented imaging concept and the realization of
the imaging framework is verified through numerical simulations. The system’s resources
and computation time are significantly saved compared with the current framework. For
a typical scenario, our framework saves at least 30% sampling resources, 33% storage
resources, and 99% computation time.

The rest of this paper is organized as follows. Section 2 reviews the current imag-
ing framework. Section 3 introduces the proposed imaging concept and its realization
framework. Section 4 presents the experiments and the results. Conclusions are shown in
Section 5.

2. Review

In this section, a brief review of the current imaging framework for HRWS SAR imag-
ing is presented. Taking the most common type of HRWS SAR system design, for example,
the azimuth multichannel SAR (AMC-SAR) [22,26], its imaging model is presented in
Figure 1.

Figure 1. Azimuth multichannel SAR imaging model.

As shown in Figure 1, unlike the traditional SAR system, multiple receiving channels
are deployed along the azimuth direction. Within each transmitting pulse, these receiving
channels simultaneously receive echoes from the whole scene. Considering the transmitting
signal as the linear frequency-modulated signal, the received signal of each channel for one
point target can be expressed as

Srb(t, η, i) = A0rect
[

t−t0(η)
Tr

]
exp

{
jπKr[t− t0(η)]

2
}

exp{−j2π f0t0(η)} (1)

where t is the range time, η is the azimuth time, i = 1, 2, . . . , N is the channel index
and N is the number of channels, A0 is the target intensity, rect[·] is the range envelope
function, t0(η) = 2R0(η)/c is the target instantaneous range time delay, R0(η) is the target
instantaneous slant range distance, c is the light speed, Tr is the pulse width, Kr is the
frequency modulation rate of transmitting signal, and f0 is the carrier frequency. For
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imaging in the range direction, matched filtering is conducted, and the imaging result in
the range direction is

sr(t, η, i) = A0sinc[KrTr(t− t0(η))]exp{−j2π f0t0(η)} (2)

The next step is azimuth multichannel signal reconstruction. This step is the core
step of AMC-SAR signal processing. This step allows for imaging results of all receiving
channels in the range direction to be reorganized and combined into an equivalent result of
traditional single-channel SAR [27]. As shown in Figure 2, the combined imaging result
in the range direction is obtained through the rearranging of samples according to the
azimuth time sequence and channel arrangement sequence. The antenna phase centers
(APCs) of each channel are sorted into equivalent phase centers (EPCs) [28].

Figure 2. Azimuth multichannel signal reconstruction illustration.

The rearranged result is

sr(t, η) = [· · · , sar(t, ηk), sar(t, ηk+1) · · ·]
sar(t, ηk) = [sr(t, k ·PRT, 1), sr(t, k ·PRT, 2), sr(t, k ·PRT, 3)]
sar(t, ηk+1) = [sr(t, (k + 1)·PRT, 1), sr(t, (k + 1)·PRT, 2), sr(t, (k + 1)·PRT, 3)]

(3)

where k is the pulse index and PRT is the pulse repetition period. After multichannel signal
reconstruction, azimuth imaging methods for traditional SAR can be utilized, such as range-
Doppler [29] and BP [30,31]. For wide-swath imaging, BP has some unique advantages.
First, for a wide-swath scene, range-Doppler has the limitation of the imaging area’s size
due to its approximated model of the range history, while this is not a problem for BP due to
its accurate model [32]. Second, for online processing, range-Doppler has an online update
limitation due to its need for the whole aperture, and this is not a problem for BP due to its
ability of time-domain subaperture accumulation [31]. Third, for online processing, BP can
be implemented in parallel through graphical processing units (GPU). Fourth, for platforms
with maneuverability, BP can be implemented with a nonlinear trajectory [19]. Due these
advantages, we prefer BP as the azimuth imaging method. Thus, the final imaging result
after BP is

I(m, n) =
∫

TA
sr(t, η) exp{j2π f0t0(η)}dη (4)

where m and n are the image’s azimuth and range pixel index, respectively, and TA is the
synthetic aperture time. The current imaging framework for HRWS imaging is summarized
and illustrated in Figure 3.
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Figure 3. Current imaging framework for HRWS imaging.

3. Methodology

In the last section, we briefly review the current imaging framework for HRWS
imaging. In this section, the methodology of the proposed target-oriented imaging concept
and its realization framework are presented in detail.

From the current imaging framework in Figure 3, two core modules of receiving and
processing form it. While it is a general framework for all kinds of imaging scenes, it may
not be the most suitable one for applications such as maritime surveillance, especially for
online surveillance on a resource-limited platform. We take an imaging result of a typical
maritime scene, for example, as shown in Figure 4. It is from the LS-SSDD-v1. (Large-Scale
SAR Ship Detection Dataset-v1.0, LS-SSDD-v1) dataset we released before [25].

Figure 4. Typical scene for maritime surveillance.

From the figure, we can clearly see that most of the scene is water surface, and the
interested targets of ships only occupy a relatively small part, revealing the strong sparsity
of the scene. However, as shown in Section 2, echoes of the whole scene need to be received
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and processed. Then, for further surveillance, ship target detection is performed on the
entire imaging result. As we explain in Section 1, this framework increases the burden
of receiving resources and computation time, which is not favorable for online maritime
surveillance.

With this observation, utilizing the strong sparsity of the scene, we propose a new
target-oriented imaging concept and its realization framework, as shown in Figure 5.

Figure 5. The proposed target-oriented imaging concept and its realization framework.

To serve the need for online maritime surveillance, one key issue is the appropriate
management of the resource budget. The first principle is to minimize unnecessary costs.
Therefore, compared with the general imaging concept that is whole-scene-oriented, we
propose this target-oriented one that guides the resource allocation to the targets and avoids
the unnecessary resource allocation to the pure-water area. The second principle is to
maximize necessary allocation. Therefore, compared with the general imaging framework
with just two main modules (receiving and processing) as shown in Figure 3, we propose
an adaptive feedback framework with an additional decision module and the feedback
connection to dynamically allocate the resource.

As seen in Figure 5, the proposed framework consists of three basic modules, namely
receiving, processing, and decision modules. They are connected in a closed-loop way
to enable feedback. This idea is inspired by biological behavior, where animals perceive
the surrounding environment and then adjust their behavior according to its information.
Thus, from the perspective of perception, the first two modules collect and process to obtain
information from the imaging scene, respectively. From the perspective of action, the last
module and the feedback connection process the obtained information and then decide the
system’s following response. Their details are presented in the following three subsections.

3.1. Two-Dimensional Adaptive Receiving Module

In this subsection, we introduce the first module in our proposed imaging framework,
the 2D adaptive receiving module. From the perspective of hardware resource consumption,
this module is designed to reduce the consumption of receiving resources.

In general, receiving resource consumption is mainly determined by two factors, which
are sampling frequency and storage occupation. For the sampling frequency, according to
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the well-known Nyquist sampling theorem [33], it should be at least the bandwidth of the
receiving echo. Thus, the requirement for the sampling device is expressed as

Fs ≥ Br (5)

where Fs is the sampling rate and Br is the signal bandwidth. For the storage occupation, it
is determined by the sampling length and the sampling frequency, which is expressed as

Ds ≥(FsTs) (6)

where Ds is the storage occupation and Ts is the sampling time length. As seen from the
above two formulas, to reduce the consumption of receiving resources, we need to reduce
the sampling frequency and the sampling length. In our 2D adaptive receiving module,
necessary bandwidth and time-length echoes from targets are received by dechirping
and subaperture decomposition in the range and the azimuth direction, respectively, as
illustrated in Figure 6.

Figure 6. Two-dimensional adaptive receiving by dechirping and subaperture decomposition in the
range and azimuth direction, respectively. Only necessary bandwidth and time-length echoes from
targets are received.

Unlike the normal receiving in the range direction, which is received by mixing the
echoes with the local oscillator, the module adapts dechirping by mixing them with the
time-delayed transmitting signal. It can be expressed as

src(t, η, i) = A0rect
[

t− t0(η)

Tr

]
exp

{
jπKr[t− t0(η)]

2
}

exp{j2π f0[t− t0(η)]}

st(t) = rect
[

t
Tr

]
exp

{
jπKrt2

}
exp{j2π f0t}

sr2(t, η, i) = src(t, η, i)s∗t (t)

sr2(t, η, i) ≈ A0rect
[

t− t0(η)

Tr

]
exp{−j2πKrt0(η)t}exp{−j2π f0t0(η)}

(7)

where ∗ is the conjugate operator. This formula shows that for a point target, its echo
becomes a single-frequency signal, and the frequency is related to its slant range. Compared
with the signal form in Formula (1), the bandwidth is reduced to zero. In practice, for a
typical target such as a ship, it cannot be taken as a point target but as a distributed target,
as shown in Figure 7.
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Figure 7. Dechirping receiving for a distributed ship target.

For a distributed target, the dechirped echo can be expressed as

s′r2(t, η, i) = ∑NT
l=1 Alrect

[
t−t0l(η)

Tr

]
exp{−j2πKrt0l(η)t} exp{−j2π f0t0l(η)} (8)

where l = 1, 2, · · · , NT is the target point index and NT is the number of points, Al is the
intensity of the l point of the target, and t0l(η) is the instantaneous range time delay of
the l th point of the target. From this formula, we can see that its echo consists of multiple
single-frequency signals for a distributed target, and its bandwidth is determined by the
size of the target as follows:

B′ = KrW(η) (9)

where W(η) = max[t0l(η)]−min[t0l(η)] is the time length of the target echo in the range
direction. As the maximum length equals the receiving window’s length, the largest
bandwidth is B′max = KrTR. In general, the size of the ship does not exceed the order of
100 m, corresponding to the order of 1 µs time length. In comparison with the length of
the receiving window, the order of 10 µs, it is much less. Benefitting from this, the needed
sampling frequency is reduced a lot. In other words, because we only receive echoes from
targets by dechirping, the receiving module only needs to bear the resource consumption
of the necessary sub-band and partial-time-length echoes rather than the consumption of
the full-bandwidth and full-time-length echoes from the whole scene.

The next step is to receive in the azimuth direction. In recent years, GPU has widely
shown its strong calculation performance through thousands of parallel threads, which
makes it suitable for imaging algorithms such as BP [31]. To facilitate the following signal
processing, the module adapts parallel streaming subaperture decomposition receiving in
the azimuth direction.

Since only the targets are to be imaged, instead of the whole aperture for the entire
scene to be received, only a group of the targets’ subapertures is received individually.
For each subaperture received, to avoid massive memory costs, the receiving storage
framework is streaming architecture.

For CUDA device computation, the parallel computation is executed by thousands of
threads running concurrently. For each thread, a pixel in the image is uniquely related to
it, along with the pixel’s corresponding data in a different azimuth time. In the streaming
architecture, instead of relating to the whole aperture of the imaging scene, the thread
corresponds to its own aperture. A circular aperture buffer is used during the azimuth
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receiving phase, and each received echo of the target stream into the buffer by chronological
order. Threads form into an image buffer, which is after the aperture buffer and stores
and accumulates the processing results of the aperture buffer. Further, the massive storage
device follows the image buffer to store the final imaging result. This three-level receiving
structure is illustrated in Figure 8.

Figure 8. Three-level streaming receiving structure.

The sizes of the two buffers are determined by the aperture’s length, the size of targets,
and the pixel interval. For the aperture buffer, its size is calculated as

Neaz =

⌈
La + Wag

v
· PRT · N

⌉
(10)

Nerg =
⌈

Tr · Fs · Ninterp
⌉

(11)

where La is the synthetic aperture length, v is the flight speed, Wag is the target size in the
azimuth direction, Ninterp is the interpolation ratio in the range direction, and · is the round
up operator. For the image buffer, its size is calculated as

Niaz =

⌈
Wag

daz

⌉
(12)

Nirg =

⌈
Wrg

drg

⌉
(13)

where daz is the image pixel size in the azimuth direction, drg is the image pixel size in the
range direction, and Wrg is the target size in the range direction.

The above receiving process is related to the target’s position and size. Thus, the
receiving window’s position and size are adaptively changed according to the environment.
Moreover, the azimuth receiving aperture’s length is also related to the necessary azimuth
image resolution for target detection. It is adaptively changed from short to long according
to the decision module’s feedback.
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At the end of this subsection, we conclude by summarizing the receiving hardware
resource consumption of the proposed receiving module, as presented in Table 1. The
comparison with the current receiving module is also included.

Table 1. Resource consumption of the proposed receiving module.

Item The Current One The Proposed One Relative Reduced Proportion *

Sampling frequency (range) c1Br α1(c1Br) α1 � 1
Storage occupation (range) c1c2BrWrs α1α2(c1c2BrWrs) α1α2 � 1

Storage occupation (azimuth) c3(PRF·Was) β(c3PRF·Was) β� 1

* The above analysis is based on the situation that only one target exists in the scene for simplification. Although
more targets exist in the scene, the total number is still rather small, as shown in Figure 4. Hence, the relative
reduced proportion is just slightly changed and still applied to some extent.

In Table 1, c1 is the oversampling ratio; c2 = 2Ninterp/c; c3 = N/v. Wrs and Was are
the range length and the azimuth length of the whole scene, respectively. α1 is the relative
ratio of target’s length vs. the whole scene’s length in the range direction. α2 and β are the
relative ratios of receiving windows’ or subaperture’s length vs. the whole scene’s length
in the range direction and the azimuth direction, respectively.

In summary, utilizing the sparsity of the entire scene and the relatively small size of
targets, this receiving module reduces both the sampling frequency and storage occupation
a lot, according to Table 1. In general, the sparser the scene is, the more relative reduced
proportion we can obtain.

3.2. Target-Oriented Processing Module

In this subsection, we introduce the second module in our proposed imaging frame-
work, the target-oriented processing module. From the perspective of software resource
consumption, this module is designed to reduce the consumption of computation time.

In general, the resource consumption of computation time is mainly determined
by time and spatial complexities. To reduce them, we first reduce the data amount to be
processed, by means of target-oriented processing that only handles the echoes from targets;
secondly, we execute the computation process in a parallel streaming way through a GPU
device.

First, as depicted in Formula (8), the received echoes from a target consist of multiple
single-frequency signals. Their frequencies are linearly related to the range distance of
the points. Thus, imaging in the range direction is conducted through IFFT, which can be
expressed as

sr(t, η, i) = ∑NT
l=1 Alsinc[KrTr(t− t0l(η))]exp{−j2π f0t0l(η)} (14)

We can see from the result that multiple sinc function peaks exist, and their peak
locations correspond to the positions of the target points. The mainlobe width of these sinc
functions is inversely proportional to the transmitting signal bandwidth. In other words,
through dechirping receiving and IFFT processing, the resolution of the imaging result in
the range direction is the same as the current match-filtering processing.

The designed process contains one multiplication operation and one fast Fourier
transform (FFT) operation. As for the matched-filtering way, it includes one operation of
FFT to transform echoes in the time domain into the frequency domain, one multiplication
operation with the matched filter, and one operation of IFFT to transform it back into the
time domain. Thus, the designed processing saves one operation of FFT.

Second, as depicted in (14), one phase term that contains the range histories exists. For
imaging in the azimuth direction, this phase term needs to be compensated via parallel
streaming BP. As presented earlier in the last subsection, we use the GPU device to conduct
streaming BP, which means that one range imaging result is obtained in one azimuth
moment; it is streamed into one column of aperture buffer after interpolation via zero-
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padding in the frequency domain. Following this step, every thread corresponding to every
pixel in the 2D image traces the corresponding position of response in the aperture buffer at
this moment, and takes it out with the phase compensation term to coherently accumulate.
Once the necessary resolution is obtained, the image buffer streams out the current 2D
imaging result to the massive storage device, as shown in Figure 9.

Figure 9. Streaming BP processing flow.

Specifically, every thread’s calculation includes steps as follows.

1. Calculate the time delay in the range direction.

Given the corresponding image pixel’s position, the time delay at every moment in
the azimuth direction is calculated as

t0p(η) =
2‖P(x,y)−Pepc(η)‖2

c
(15)

where Pepc(η) is the EPC position of the system at azimuth time η; P(x, y) is the pixel’s
position (x, y) in the imaging plane.

2. Calculate the position of response in the aperture buffer.

Given the time delay calculated before, the corresponding position in the aperture
buffer is calculated as

ID(η) = round

(
t0p(η)− Tdelay +

1
2 Tr

Tr

)
(16)

where Tdelay is the time delay of the receiving window and round(·) is the rounding
operator.
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3. Compensate the phase term.

Given the time delay calculated before, the corresponding compensated response is
calculated as

temp = sr(t, η, i)exp
{

j2π f0t0p(η)
}

(17)

4. Coherent accumulation.

Given the phase compensated response, the image pixel’s value is coherently accumu-
lated with the new response as

I(x, y)← I(x, y) + temp (18)

The above calculations are repeated until the necessary resolution in the azimuth
direction is achieved.

The streaming BP computation complexity is determined by the number of pixels
in the 2D image—the size of the target, in other words—and the length of aperture to
be accumulated. For a single round of the above calculation steps, one operation of
multiplication and one operation of addition are conducted.

At the end of this subsection, we conclude it by summarizing the computation time
resource consumption of the proposed target-oriented processing module, as presented in
Table 2. The comparison with the current processing module is also included.

Table 2. Computation time consumption of the proposed processing module *.

Item The Current One The Proposed One Relative Reduced Proportion *

Range processing O(Nrl logNrl) + O
(

N′rl
)
+

O
(

N′rl logN′rl
) O

(
α1α2N′rl

)
+

O
(
α1α2N′rl log

(
α1α2N′rl

)) ≈ α1α2 � 1

Azimuth processing O
(
2Na Nx Ny

)
O
(
2α1βγNa Nx Ny

)
≈ α1βγ� 1

* We compare the time consumption from the perspective of computation complexity. The above analysis is based
on the situation that only one target exists in the scene for simplification. Although more targets exist in the scene
in practice, the number is still relatively small, as shown in Figure 4. Hence, the relative reduced proportion is just
slightly changed and still applied to some extent.

In Table 2, Na is the number of azimuth sampling points for the whole scene. Nx and
Ny are the number of image pixels in the range and azimuth direction, respectively. β is the
target-oriented ratio of necessary azimuth resolution vs. full azimuth resolution that is no
more than 1; Nrl is the number of sampling points in the range direction. N′rl is the number
after interpolation.

Similarly, with the help of the sparsity of the scene, the small size of targets, and the
GPU device, this processing module reduces the computation time consumption a lot,
according to Table 2. In addition, considering the need for target detection, the required
resolution may be less than the maximum available resolution. Thus, azimuth accumulation
time is saved.

3.3. Decision Module and Feedback Connection

In this subsection, we introduce the last module in our proposed imaging framework.
Moreover, the modules’ feedback connections are also introduced, and they are designed
to adjust the resource allocation dynamically.

As the system’s resources are limited, the principle of adjusting is to allocate them
as reasonably and adaptive as possible. To allocate them more reasonably, the module
adaptively decides the receiving module’s receiving window and aperture in the two
directions so that resources are spent only on targets. To allocate them more adaptively, the
module adaptively decides the necessary resolution of the image.

Specifically, the module uses CFAR to extract targets’ information, including their
position and size. CFAR is a local detector to detect targets with an adaptive threshold [34].
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For a single target’s pixel under detection, its surrounding clutter and noise pixels are used
to calculate the corresponding threshold as

T =
ρ

Nc
∑Nc

m=1 xm (19)

where xm is the amplitude of clutter and noise pixel in the image, m is the pixel index, Nc is
the number of pixels, and ρ is the constant related to false alarm probability. To avoid the
miscalculation with the target’s pixels being mixed in, guard pixels are set adjacent to the
pixel under detection, as shown in Figure 10.

Figure 10. CFAR detection.

Meanwhile, the module uses image entropy [19] to decide the necessary resolution in
the azimuth resolution. The image entropy is calculated as follows:

H = ∑ ∑ |I(x,y)|2
S ·ln S

|I(x,y)|2

S = ∑ ∑|I(x, y)|2
(20)

where I(x, y) is the amplitude of pixel (x, y) in the image. The entropy is to measure the
randomness of the image statistically. In the SAR imaging community, it is usually used
to indicate the degree of image focusing [19]. Normally, the more the image is focused,
the lower the entropy is. In another information theory perspective, entropy indicates the
amount of uncertainty. For random parts in the image—the clutter and noise—it has higher
entropy than the targets’. When the resolution is low, the entropy difference between the
part of targets and the part of the clutter and noise is not significant. As the resolution is
increased, the difference increases, which is beneficial for target detection.

Initially, the target entropy is decreased rapidly. As target details are gradually re-
vealed, the decreasing rate of entropy becomes low, as shown in Figure 11. Based on this,
the module decides that the necessary resolution is achieved when the relative rate of
change is lower than a threshold.

Finally, we introduce a feedback connection. The proposed receiving, processing, and
decision modules are connected through this feedback connection so that the decision
module can adapt to other modules’ parameters. The receiving window and subaperture
length related to the positions of targets are fed back through this connection. For a single
target, initially, the module sets the receiving aperture short in the azimuth direction. Then,
it is gradually increased so that the imaging result of the target is progressively obtained
from coarse to fine when the decision module decides that the necessary resolution is
achieved. The decision is fed back through this connection to stop the resource allocation
for this target.
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Figure 11. Change of image entropy with the azimuth resolution.

4. Numerical Simulations

In this section, to verify the feasibility of the proposed target-oriented imaging princi-
ple and the realization framework, we conduct numerical simulations on both the simple
point-like targets and the typical extended scene, highlighting the performance of our work.
All the relevant parameters are shown in Table 3.

Table 3. Simulation parameters.

Parameters Value

Platform velocity 200 m/s

Channel configuration 1 transmitting channels
4 receiving channels

Channel spacing 0.16 m
Carrier frequency 9.6 GHz
Signal bandwidth 150 MHz

Pulse width 3 km
PRF 625 Hz

Antenna aperture length 2 m
Center slant range 50 km

4.1. Point-like Target Simulation

As shown in Figure 12, 11 points with equal energy are set with equal spacing of
5 m in the range direction. These points cover a width of 50 m in total. In addition, these
points are surrounded by Gaussian noise to simulate the pure-water environment. The
signal-to-noise ratio (SNR) is set as 0 dB for the original echoes. In all, the whole scene
covers 10 km width in the range direction, and the reference receiving window covers the
same width of 3 km as the transmitting signal.

The results are shown in Figure 13. The first row of the figure presents the results
corresponding to the current framework; in the second row, our results are presented. This
simulation is to verify the feasibility of the framework in the range direction. Thus, only
the imaging results in the range direction are presented. The situation in the azimuth
direction is given in the next simulation. The light green rectangles in the left two columns
of the figure are to indicate the area of targets. The first column includes the imaging
results of the whole scene, the second column consists of the enlarged images of the target,
and the last column contains the interpolated images of the point located at the center to
measure the resolution metric. For visual comparison, the results of the two frameworks
are interpolated to the same length.
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Figure 12. Targets of 11 points with 5 m equal spacing in the range direction. (a) The whole scene;
(b) enlarged target’s area.

Figure 13. Imaging results in the range direction. (a) Result of the current framework; (b) enlarged
target’s area in (a); (c) interpolated peak of the center point in (b); (d) result of the proposed framework;
(e) enlarged target’s area in (d); (f) interpolated peak of the center point in (e).

From the comparison between Figure 13a,d, we can see that under both frameworks,
the echoes are well-received and processed. All 11 points are located at their positions,
clearly visible and distinguishable. From the perspective of receiving resource consumption,
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although the whole scene covers 10 km width, the area of targets is only 50 m long,
indicating the strong sparsity of the scene, which is around only 0.5%. However, following
the current framework, the whole scene’s echoes are received. The oversampling ratio is 1.2,
and the resulting sampling frequency is 180 MHz. Thus, in total, 12,000 sampling points
are received and stored. Meanwhile, for the proposed framework, as seen in Figure 13d,
only echoes of 3 km width are received and processed, and the adequate bandwidth
corresponding to the area of targets is 2.5 MHz. Using the same oversampling ratio, the
resulting sampling frequency is 3 MHz, only around 1.7% of the current one; and the
number of sampling points is 60, which is only 0.5% of the current one.

To validate the resolution performance, as shown in Figure 13c,f, we choose the center
point to calculate its resolution (3 dB mainlobe width), and the results are 0.961 m and
0.928 m, respectively. This indicates that the proposed framework can still obtain the
same resolution result, even with much less resource consumption. Moreover, the SNR is
increased by around 30 dB, the as same as the current framework. This indicates that the
proposed framework does not lose the processing gain.

Next, we rearrange these 11 points along the azimuth direction to verify the proposed
framework’s performance in the azimuth direction. The simulated situation is shown in
Figure 14. In the figure, Figure 14a is the whole scene’s image of 10 km in width, and the
targets are centered at 5 km with 5 m equal spacing. In Figure 14b, the area of targets is
enlarged. In addition, as in the last simulation, the Gaussian noise is added around the
targets with 0 dB SNR condition.

Figure 14. Targets of 11 points with 5 m equal spacing in the azimuth direction. (a) The whole scene;
(b) enlarged target’s area.

The results are shown in Figure 15. The first row of the figure presents the results
corresponding to the current framework; and in the second row, the results of ours are
presented. This simulation is to verify the feasibility of the framework in the azimuth
direction. Thus, only the imaging result in the azimuth direction is presented. The light
green rectangles in the left two columns of the figure indicate the area of targets. The first
column includes the imaging results of the whole scene, the second column consists of
the enlarged images of the target, and the last column contains the interpolated images
of the point located at the center to measure the resolution metric. For the sake of visual
comparison, the results of the two frameworks are interpolated to the same length.
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Figure 15. Imaging results in the azimuth direction. (a) Result of the current framework; (b) enlarged
target’s area in (a); (c) interpolated peak of the center point in (b); (d) result of the proposed framework;
(e) enlarged target’s area in (d); (f) interpolated peak of the center point in (e).

From the comparison between Figure 15a,d, we can see that the echoes in the azimuth
direction are well-received and processed under both frameworks. Those 11 points form
11 peaks that can be clearly distinguished at their corresponding locations. Regarding the
cost of receiving resources, according to the detection result, as shown in Figure 15e, the
receiving and processing area is set as 150 m width centered at the target area, which is
only 1.5% of the whole scene. On the contrary, following the current framework, the entire
scene’s echoes are received, resulting in 125,000 sampling points being received and stored.
Meanwhile, for the proposed framework, the number of sampling points 6050, which is
only around 4.84% of the current one.

To validate the resolution performance, as shown in Figure 15c,f, we choose the center
point to calculate its resolution (3 dB mainlobe width), and the results are 0.924 m and
1.4312 m, respectively. Different from the situation in the last simulation, which indicates
the role of the decision module and feedback connection in the proposed framework.
During the accumulation phase of azimuth processing, 11 points are clearly visible and
distinguishable when the resolution achieves 1.4312 m, and the entropy of the imaging
result, which indicates the information it can provide, is slowly varying. The decision
module decides that the imaging result of the target is already suitable for the application
and then stops the receiving and processing resource allocation on this target through
feedback.
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At the end of this subsection, we conclude the performance of our framework in the
numerical simulations in Table 4, which shows that at least 90 % consumption of receiving
resources is saved.

Table 4. Comparison results for the point-like targets.

Item The Current One The Proposed One Relative Reduced
Proportion

Range sampling points 12,000 points 60 points 99.5% ↓
Azimuth sampling points * 12,500 points 6050 points 95.2% ↓
Range sampling frequency 180 MHz 3 MHz 98.3% ↓

* As our azimuth processing is parallel streaming BP, to be capable of constantly coherent accumulation and to
avoid imaging grid resampling, both the azimuth sampling frequency and imaging grid are kept the same during
azimuth processing. Thus, the relative reduced proportion for the azimuth sampling points is slightly lower than
the one in the range direction.

4.2. Typical Extended Scene Simulation

To further validate the proposed framework’s performance faced with the situation
of more realistic scene, we carry out a typical extended scene simulation. One SAR image
is taken as the radar cross section for simulation. The whole scene covers an area of
1000 m × 5000 m, where around 95.3 % are areas of pure-seawater surface and the rest of
them are ship targets. The simulation parameters are the same as in the Table 3.

Our framework is designed not only from the perspective of software (simply reducing
the computation time) but also from the perspective of the imaging concept, the hardware,
and the hardware–software feedback, to better reveal the advantages that it can bring. For
this extended scene simulation, we additionally compare it with another similar framework
with Cartesian fast-factorized back projection (CFBP) [35].

Figure 16a shows the result of the current imaging framework. Figure 16b,c show the
results of the framework with CFBP and the proposed imaging framework. Compared
with the results of the current imaging framework and the framework with CFBP, our
framework uses the system’s resources just on the targets’ areas instead of on the water
area that provides litter information. Second, our result presents target-oriented variable
resolutions in the azimuth direction instead of constant full resolution. Visually, although
only part of the azimuth aperture’s data are accumulated, all the ships in the result look
almost the same as the full-resolution results. Specifically, the effective aperture length for
each ship, from the left to the right, is only 0.4, 0.42, 0.54, and 0.65, respectively, verifying
the adaptive ability of our framework.

In addition, besides the traditional imaging result that can be obtained, as shown in
Figure 17, the detection result can also be obtained through our framework. This provides
an end-to-end way for maritime surveillance that simplifies the current procedures.

At the end of this subsection, we conclude the performance of our framework in the
numerical simulations in Table 5, which indicates that for this typical scenario, at least 30%
consumption of receiving resources and 99% consumption of computation time are saved.

In contrast, the CFBP’s result only saves 67.7% consumption of computation time, less
than ours; and there is no consumption of receiving resources reduced. This is because
the design of CFBP’s framework has not fully considered either the features of the HRWS
SAR system or the features of the maritime surveillance application. In addition, it is still
whole-scene-oriented, without the adaptive hardware receiving and feedback.

The ships are all located in the same area that the minimum receiving window and
aperture in the two directions can cover. In the range direction, the ships are spread out in
the receiving window, which makes the relative sampling bandwidth reduction less than
the last simulation, and the scene’s width is half of the last one. Thus, the relative reduced
proportion of receiving resources in the range direction is less. The situation is the same in
the azimuth direction. However, the processing computation time is still reduced quite a
lot (99.1%), because only the areas of ships are imaged and only around 50% of the aperture
data are accumulated on average.
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Figure 16. Imaging results of the typical extended scene. (a) Result of the current framework;
(b) result of the framework with CFBP; (c) result of the proposed framework.
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Figure 17. Detection imaging result of the proposed framework.

Table 5. Comparison results for the typical scenario.

Item The Current One The One with CFBP Relative
Reduced Proportion The Proposed One Relative Reduced

Proportion

Range sampling points 6000 points 6000 points 0% ↓ 2400 points 60% ↓
Range sampling frequency 180 MHz 180 MHz 0% ↓ 120 MHz 33.3% ↓
Azimuth sampling points 1 12,500 points 12,500 points 0% ↓ 8750 points 30.0% ↓

Computation time 7480 s 2412.9 s 67.7% ↓ 63.64 s 99.1% ↓
1 As the areas of all ships are within the same minimum receiving window and aperture in the range and
azimuth directions that cannot be reduced, the relative reduced proportions of receiving resources are less than
the point-like target simulation.

5. Conclusions

In this paper, a new target-oriented imaging concept for HRWS SAR imaging is pro-
posed, including the realization framework. For applications such as maritime surveillance,
we utilize the strong sparsity of the imaging scene to design the imaging framework, which
aims to reduce the consumption of receiving resources and computation time for online
surveillance.

The proposed adaptive receiving–processing–decision framework with feedback con-
nection is inspired by the recent cognitive radar concept [35]. Thus, besides reducing
unnecessary resource costs in the area with little information, we adaptively adjust the
allocation of resources according to the perception result through the proposed decision
module in the framework. Then, from the perspectives of hardware, we design a 2D
receiving module to reduce the consumption from the receiving hardware system in terms
of sampling frequency and sampling length; from the perspectives of software, the target-
oriented processing module is proposed to reduce the computation time from processing
in terms of both effective imaging area and imaging resolution. The concept and the frame-
work are verified through numerical simulations, showing promising performance on both
consumption reduction of receiving resources and computation time.

Currently, this paper conducts preliminary study about this concept and framework.
More complex scenes are needed to consider. The resource allocation and dynamic schedule
related to the GPU device both need to be studied further. Furthermore, for more efficient
decisions to be fed back, target-detection methods utilizing deep learning techniques may
be integrated into this framework [25,36].
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