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Abstract

:

A plethora of software vulnerabilities are exposed daily, posing a severe threat to the Internet. It is almost impossible for security experts or software developers to deal with all vulnerabilities. Therefore, it is imperative to rapidly assess the severity of the vulnerability to be able to select which one should be given preferential attention. CVSS is now the industry’s de facto evaluation standard, which is calculated with a quantitative formula to measure the severity of a vulnerability. The CVSS formula consists of several metrics related to the vulnerability’s features. Security experts need to determine the values of each metric, which is tedious and time-consuming, therefore hindering the efficiency of severity assessment. To address this problem, in this paper, we propose a method based on a pre-trained model for the prediction of CVSS metric values. More specifically, this method utilizes the XLNet model that is fine-tuned with a self-built corpus to predict the metric values from the vulnerability description text, thus reducing the burden of the assessment procedure. To verify the performance of our method, we compare the XLNet model with other pre-trained models and conventional machine learning techniques. The experimental results show that the method outperforms these models on evaluation metrics, reaching state-of-the-art performance levels.
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1. Introduction


1.1. Motivations


Vulnerabilities are weaknesses in the computational logic (e.g., code) of software and hardware components that, when exploited, have a negative effect on confidentiality, integrity, or availability [1,2,3]. New vulnerabilities will be added to the numerous vulnerability databases, with the National Vulnerability Database (NVD) of the United States being among the most well-known. According to NVD statistics, there is a time delay between the Common Vulnerabilities and Exposures (CVEs) in the National Vulnerability Database (NVD) and the Common Vulnerability Scoring System (CVSS) information attached to the published CVEs. Research by Chen, H. and Ruohonen, J. showed that vulnerability assessors’ assessment of the severity of vulnerability lags behind the time of vulnerability exposure by more than 130 days [4,5]. However, there is an urgent need for the repair of high-risk vulnerabilities. For instance, the US BINDING OPERATIONAL DIRECTIVE 19-02 states that federal agencies in the US must remediate critical vulnerabilities within 15 calendar days of initial detection and vulnerabilities with high severity within 30 calendar days of initial detection [6,7]. If vulnerability severity is not evaluated in a timely manner, vulnerability remediation efforts will be greatly hampered in the face of rising vulnerabilities. This study aims to provide a method for rapidly assessing vulnerability metric values in order to aid assessment experts in accelerating the assessment process and reducing the time necessary for evaluation.




1.2. Background


1.2.1. Vulnerability Outbreak Trend


According to NVD statistics, the number of vulnerabilities exhibited a year-over-year increase and entered a period of rapid expansion in 2017. The relevant trend is shown in Figure 1, as of 18 June 2022, the NVD vulnerability database has registered 189,155 vulnerabilities. So far this year, 11,644 vulnerabilities have been accepted, with 2757 vulnerabilities undergoing analysis and 259 vulnerabilities awaiting investigation [8]. Work on vulnerability assessment must be expedited in order to respond to the present circumstances of a widespread outbreak of vulnerabilities.




1.2.2. The Common Vulnerability Scoring System


CVSS Overview


The Common Vulnerability Scoring System (CVSS) is an open framework developed by FIRST.Org, Inc. (FIRST) to characterize and quantify vulnerabilities. CVSS consists of three metric groups: base metric group, temporal metric group, and environmental metric group. Since major vulnerability databases only provide base scores, the base metric group is the most used. The focus of this study is the base metric group. The base metric group reflects the inherent properties of vulnerabilities that remain unchanged over time and across user environments [9]. The base metric group generates scores ranging from 0 to 10. The score and severity mapping table defined by CVSS is shown in Table 1. The CVSS score can also be shown as a vector string, which is a textual and compact way of representing the metric value. The NVD, when using the CVSS, usually gives a string representation of the description and the corresponding vulnerability metric values. The composition and value range of the base metric group and the vector strings corresponding to the metric values for both versions are shown in Table 2 and Table 3. When using CVSS for scoring, the metric values for each metric in Table 2 and Table 3 are selected. The metric values are substituted into the CVSS quantification formula to obtain the base score. Finally, the base score can be converted into a vulnerability rating according to Table 1. The data in Table 1, Table 2 and Table 3 are from the CVSS official website [10,11].




Introduction to CVSS Metrics


	
CVSS v2 base metric group interpretation




	
Attack Vector




	
This metric indicates the method of exploiting the vulnerability. The farther a potential attacker is, the higher its vulnerability score.








	
Access Complexity




	
This metric measures how difficult it is to exploit the vulnerability.








	
Authentication




	
This metric measures how frequently an attacker must authenticate to exploit a vulnerability.








	
Confidentiality Impact




	
This metric quantifies the impact of a successfully exploited vulnerability on confidentiality.








	
Integrity Impact




	
This metric evaluates the effect a successfully exploited vulnerability has on the system’s integrity.








	
Availability Impact




	
This metric assesses the consequences of a successfully exploited vulnerability on the worst-affected component.













	
CVSS v3.1 base metric group interpretation




	
Attack Vector




	
This metric represents the conditions under which exploiting a vulnerability is conceivable. The farther an attacker permitted to exploit a susceptible component is, the higher this metric becomes.








	
Attack Complexity




	
This metric reflects the attacker-uncontrolled circumstances needed to exploit the vulnerability.








	
Privileges Required




	
This metric represents an attacker’s privileges before exploitation. The score is the highest when no privileges are necessary.








	
User Interaction




	
This metric represents the necessity for a human user other than the attacker to be involved in the successful penetration of the susceptible component.








	
Scope




	
This metric measures whether one component’s vulnerability impacts other components’ resources.








	
Confidentiality




	
This metric quantifies the confidentiality of a successfully exploited vulnerability on the component most directly and predictably affected by the attack.








	
Integrity




	
This metric represents a vulnerability’s influence on integrity. Integrity means truthfulness and trustworthiness.








	
Availability




	
This metric assesses a vulnerability’s influence on a component’s availability.


















1.2.3. XLNet Model


XLNet is an autoregressive language model that can acquire bidirectional contextual information. To achieve bidirectional contextual information, XLNet mainly adopts three methods, i.e., the permutation language model, two-stream self-attention, and the circulation mechanism [12]. The core of XLNet is the permutation language model. To extract bidirectional contextual information, the algorithm uses the random ordering of the initial input order while maintaining the one-way model of the autoregressive model. For a text of length  n , there are   n !   different sorting methods; the bidirectional contextual information can be obtained indirectly by considering the whole ranking order of the text. However, computing all the ordering would consume a lot of arithmetic power. Therefore, XLNet only predicts a partial sequence. The mathematical expression of its loss function is as follows:


    m a x  θ   E  Z ∼  Z T    [   ∑   t = 1  T    log    p θ  (   x   z t       ∣     x   Z  < t      ) ]  



(1)




where    Z T    denotes the collection of total permutations of the text with a length of  T ,  Z  is one of the total permutations,    x   z t      denotes the  t th element, and    x   Z  < t       represents the first   t − 1   elements.



There remains one oversight to address in applying the permutation language model. For example, predicting 2 in the sequence of [1, 3, 2, 4] requires the semantic position information of 1 and 3, but only the position information of 2. However, predicting 1 in the sequence of [2, 3, 1, 4] requires the semantic information of 2, 3, 1 and the position information. In two different permutations, sometimes only the location information of 2 is needed. Sometimes, both the semantic and location information of 2 are required. In response to this issue, XLNet proposes two-stream self-attention that combines the two types of information. Figure 2 depicts the structure of two-stream self-attention, where    h θ    represents a unit containing both semantic and location information;    g θ    represents a unit with only location information.



Moreover, XLNet integrates the current optimal autoregressive language model Trans-former-XL into XLNet and introduces two key techniques of Transformer-XL into XLNet, namely the relative positional encoding scheme and the segment recurrence mechanism.





1.3. Related Work


1.3.1. Limitations of the Common Vulnerability Scoring System


CVSS [13,14,15] (Common Vulnerability Scoring System) is a de facto industry standard meant to measure the severity and urgency of vulnerabilities. A vulnerability metric value is used to represent the severity of a vulnerability. Some objective metric values are straightforward to determine, such as how the attack is launched. However, some metrics are difficult to judge, such as the possible confidentiality, availability, and overall impact of the vulnerability, which is a subjective metric that requires strong experience and expertise [16]; different people may have different judgments, thus making it more time-consuming to assess. In contrast to the non-basic aspects of the CVSS scores, there are also researchers who evaluate vulnerabilities from a different perspective. Exploit Prediction Scoring System (EPSS) improves vulnerability prioritization by combining descriptive information about vulnerabilities (CVEs) with evidence of actual exploitation in the wild in order to assess the likelihood of vulnerabilities being exploited [17,18]. Keskin, Omer et al. evaluated vulnerabilities by considering the functional dependencies between vulnerable assets, other assets, and business processes. The severity of the vulnerabilities assessed based on this approach changed significantly compared to their CVSS base score [19]. These different ideas provide good inspiration for vulnerability assessment work.




1.3.2. Limitation of Previous Studies


Currently, there are two versions of CVSS: v2 [14] and v3 [20]. Although the latest version is v3.1, the v2 version is still widely used and has a certain lifespan. Current research on vulnerability assessment is often limited to a single CVSS version. However, the metric systems of the two versions are different, and the findings of one version cannot be effectively transferred to the other. Current research on vulnerability metrics tends to study metrics individually. However, there may be correlations between the metrics of vulnerabilities. Thus, predicting metrics separately may diminish the effectiveness of prediction. Shahid, M.R. [21], Gong, X. [22], and Costa, J.C. [23] applied pre-trained models and deep learning algorithms to metric prediction work in order to improve the prediction of metric values. Nevertheless, they did not consider the correlation of the metrics’ relationships. Some studies have used word vector techniques to characterize text, although such methods do not consider the influence of context, which may contain rich information that could enhance the final prediction. Khazaei, A. [24], Wang, P. [25], Han, Z. [26], and Liu, K. [27] characterized vulnerability descriptions using traditional word vector algorithms. However, these methods did not incorporate contextual information, and hence the amount of information needed to be enhanced. Other studies directly gave possible values for severity without the intermediate process values, which is not substantially helpful to an industry that relies on CVSS quantitative equations for vulnerability assessment work. Spanos, G. [28], Ali, M. [29], Ameri, K. [30], and Kudjo, P.K. [31] applied traditional machine learning algorithms and deep learning algorithms to CVSS score prediction. These methods allowed CVSS assessment work to become more convenient, although they did not give specific metric values. This did not help in the quantitative formulation of CVSS scores that relied on metric values for scoring.





1.4. Contributions


This study provides a vulnerability metric value prediction method based on the XLNet model to enable rapid vulnerability metric value prediction. The method discovers contextual characteristics from vulnerability descriptions in order to forecast potential metric values. As compared to previous work, the paper’s main contributions are as follows:




	
The concept of transfer learning [24] is presented in the realm of vulnerability assessment. The existing pre-trained model has increased maturity. Compared with the traditional model, the performance has been greatly improved. However, the application is not popular. The study extends the pre-trained model to the subject of vulnerability assessment, therefore generating novel ideas for cyber security research.



	
Traditional machine learning techniques simply assess the influence of word frequency on the outcomes, ignoring the context-based improvement on the final output. This paper employs the XLNet model, which incorporates contextual information and enhances the classification impact of the model.



	
This paper constructs two versions of the CVSS v2 and v3.1 datasets. It concurrently investigates CVSS v2 and v3.1, providing assessment experts with reasonable metric value suggestions and reducing the workload of assessors, therefore speeding up the vulnerability severity assessment.










2. Problem Formulation


Vulnerability metric value prediction is a multi-label text classification problem. A multi-label text classification algorithm is used to obtain possible metric values from vulnerability descriptions. The vulnerability description as textual information cannot be directly input into the classification model. The text information is usually converted into word vector information by the word vector algorithm. Common algorithms include One-hot, TFIDF [32], word2vec [33], and BERT [34].



This paper defines the vulnerability metric value generation model as follows:


   y ^  =  f 1   (  Θ , x  )   



(2)




where  x  is a feature extracted from the text information,  Θ  is an adjustable model parameter,    f 1   ( ⋅ )    is the structure of the generative model required to determine a prediction function,   y ^   denotes the probability that the value of the vulnerability metric to be predicted is within [0, 1].


   y t  =  f 2   (  y ^  )   



(3)







   f 2   ( ⋅ )    is used to transform the probabilistic form of the metric values into a textual form,    y t    denotes the transformed metric values.



In this paper, the dataset of vulnerability metrics prediction is denoted as   D =  {  X , Y  }   , where   X =  [   V 1  ,  V 2  , ⋯ ,  V n   ]   , and    V i    is the description of the  i th vulnerability. Accordingly,   Y =  [   y   ( 1 )    ,  y   ( 2 )    , ⋯ ,  y   ( n )     ]    is the truth-value label vector, while    y   ( i )      is the label of    V i   . In this paper, a multi-label classification text problem is investigated. To get the probability of each label value, we split the multi-label multi-classification text problem into a multi-label text binary classification problem, where    y   ( i )    =  [   y 1  ,  y 2  , … ,  y m   ]   ,   m =   ∑  1 k   c i   ,    c i    refers to the number of categories owned by the  i th metric,  k  represents the total number of metric values to be predicted, and    y i  ∈  {  1 , 0  }    denotes whether the  i th metric value exists. To achieve vulnerability metric prediction,  X  is converted into the feature matrix   x = [  x 1  ,  x 2  , … ,  x n  ]  , where    x i  ∈    R n    are the features extracted from    V i   , while  n  is the number of feature dimensions. As stated in (2), the expected result for  x  is    y ^  =  f 1   (  Θ , x  )   , where    y ^  =  [    y ^  1  ,   y ^  2  , ⋯ ,   y ^  n   ]   ,     y ^  i  =  [  y  ( 1 )  , y  ( 2 )  , ⋯ , y  ( m )   ]   ,   y  ( i )    is the predicted probability corresponding to each metric value. Since vulnerability metric value generation is a multi-label binary classification task, the objective of prediction model parameter optimization is to lower the model’s loss function according to the machine learning convention. Therefore, the mission of this study is to construct a better    f 1   ( ⋅ )    and to find the appropriate  Θ  in order to achieve the task of predicting vulnerability metric values with better performance.




3. Methods


This study aims to design an efficient machine learning approach using vulnerability description text to predict multiple vulnerability features. This approach will help security analysts to quickly analyze the CVSS metric values of vulnerabilities. As opposed to building multiple prediction models to predict various metric values, this paper proposes a learning method based on the XLNet model, which fine-tunes the XLNet model to improve the model’s learning efficiency and prediction accuracy.



3.1. Methodology Overview


Figure 3 depicts this paper’s two primary phases: XLNet transfer learning and vulnerability metric value prediction. By employing XLNet transfer learning, a fine-tuned model is developed to predict vulnerability metric values. Metric value prediction is a three-step process, i.e., text tokenization, transfer layer token embedding, and metric value prediction. These steps are shown in Figure 3. First, the vulnerability description content is divided into numerous tokens during the tokenization stage, and then tokens are embedded into the XLNet model. Finally, the softmax function to predict the likelihood   y ^   of the vulnerability metric values is used. The remainder of this section will provide a detailed description of the framework.




3.2. XLNet Transfer Learning


XLNet transfer learning fine-tunes the pre-trained model utilizing the self-built corpus collected in the study. The pre-trained XLNet is trained by random initialization on multiple pre-trained corpora. XLNet transfer learning begins with downloading the appropriate pre-trained XLNet model. In this study, the pre-trained model is ‘XLNet-base-cased’, which consists of 12 transfer layers. A domain corpus is constructed from 1999–2022 NVD vulnerability descriptions. The input and output relationships for the transfer layer of the XLNET model are shown in Equation (4):


   e   [ l ]    =  f  X L N e t    (   Θ  p r e − X L N e t     ,   t  )   



(4)




where   t =  [   t 1  ,  t 2  , ⋯ ,  t n   ]    is a sequence of the token list with  n  tokens, which are tokenized based on the vulnerability description text;    e   [ l ]    =  [   e 1   [ l ]    ,  e 2   [ l ]    , ⋯ ,  e n   [ l ]     ]    is the pre-trained XLNet model’s  l th layer token embedding;    Θ  p r e − X L N e t     represents the trained XLNet model parameters;    f  X L N e t    ( ⋅ )    is the conversion function of  t  and    e   [ l ]     , determined by the XLNet structure;    e i   [ l ]      is the  l th layer token embedding of the  i th token    t i   ,    e i   [ l ]    ∈  ℝ   H  X L N e t    [ l ]       , where    H  X L N e t    [ l ]      is the XLNet  l th layer’s hidden layer size. By transfer learning, the parameters of XLNet are changed from its pre-trained state    Θ  p r e − X L N e t     to its fine-tuned state    Θ  f i n e − t u n e   X L N e t    . Compared to training an XLNet model from scratch, using transfer learning on an XLNet model maintains a comprehensive model’s high performance while avoiding high training costs and the lack of domain data [35].




3.3. Vulnerability Metric Prediction


3.3.1. Text Tokenization


Text tokenization is a data preprocessing step in which the description text   X =  [   V 1  ,  V 2  , ⋯ ,  V n   ]    is turned into token sequences   T =  [   t   ( 1 )    ,  t   ( 2 )    , ⋯ ,  t   ( n )     ]   ;    t   ( i )    =  [   t 1  ,  t 2  , ⋯     ,  t k   ]    is the token sequences obtained from the description    V i   ; and  k  is the maximum sequence length of the pre-set token. The symbol    t j    denotes the  j th token obtained from the characterization of the description text    V i   ,   i ∈  {  1 , 2 , ⋯ , n  }   ,   j ∈  {  1 , 2 , ⋯ , k  }   .




3.3.2. Token Embedding by Fine-Tuned XLNet


When text tokenization is completed, the result is what goes into token embedding. When the fine-tuned XLNet is given a token list  t , different transfer layers will give different levels of token embedding. For instance, this is how the token embedding of layer  l  from the fine-tuned XLNet is shown:


   e   [ l ]    =  f  X L N e t    (   Θ  f i n e − t u n e d   X L N e t   ,   t  )   



(5)







Similar to Equation (4),   t =  [   t 1  ,  t 2  , ⋯ ,  t k   ]    is a token sequence that consists of  k  tokens, while    e   [ l ]    =  [   e 1   [ l ]    ,  e 2   [ l ]    , ⋯ ,  e n   [ l ]     ]    represents the  l th layer of token embedding.    e i   [ l ]      is the  i th token    t i   ,    e i   [ l ]    ∈  ℝ   H  X L N e t    [ l ]       , where    H  X L N E T    [ l ]      is the XLNet  l th hidden layer size.




3.3.3. Vulnerability Metrics Prediction Using the Softmax Function


For this research, we utilized the softmax function as a classifier, which can leverage exponential property to translate the prediction result into the range of non-negative integers and then apply the normalization technique to turn the result into the probability between [0, 1]. The following is the formula used:     y ^  i  = Softmax  (   W k   e   [ L ]    +  b k   )   , where     y ^  i    is the probability of the vulnerability metric value,    W k    and    b k    are the functions’ weights and biases, and    e   [ L ]      is the token embedding of the final layer output.






4. Experiments and Results


4.1. Experimental Data and Experimental Setup


This paper used data from the US National Security Vulnerability Database [1], which contains all security vulnerabilities released from 1999 to May 2022. The vulnerability description information on the web page was used as the dataset’s text item, and the vulnerabilities’ metric values were processed into label items. The data sources are shown in Figure 4. If the metric value existed, 1 was assigned to the label. If it did not exist, the value 0 was assigned. Finally, the collected dataset was represented by   D =  {  X , Y  }   . After processing, two datasets were obtained for this study: the CVSS version 2.0 dataset containing 174,838 vulnerabilities and the CVSS version 3.1 dataset containing 101,519 vulnerabilities. The datasets were split into the training and test datasets in the following proportions: 80%:20%. The statistics indicate that 97.72% of CVSSv3.1 vulnerability descriptions have fewer than 128 words, with an average of 43.90 words per sample, and 98.62% of CVSS v2 vulnerability descriptions have fewer than 128 words, with an average of 40.99 words per sample. After tokenization, 99% of the descriptions in CVSS v2 and v3 have less than 256 tokens. The pre-trained XLNet model used in the paper is the XLNet-base model, with 12 transfer layers and 768 hidden layers. All vulnerability descriptions of CVSS v2 and v3.1 were used to fine-tune the pre-trained XLNet model. Two NVIDIA GeForce RTX 3090 GPUs were used for fine-tuning and training.




4.2. Hyperparameter Selection


In this paper, we used the grid search method to select the best hyperparameters. From the results in Figure 5, it can be seen that if the learning rate is too high, the network will not converge, resulting in the output lingering around the ideal value. If the learning rate is too low, the network will converge slowly and affect the learning efficiency. According to experiments, the loss function converges better when epochs = 3 and learning rate = 5 × 10−5.




4.3. Comparative Study


To verify the proposed method’s effectiveness, three types of experiments were conducted in this section to compare, respectively, the XLNet model with other pre-trained models, the XLNet model with traditional machine learning algorithms, and the results with other similar studies. Each metric’s best model is highlighted in bold. To measure the performance of each algorithm on this task, the evaluation metrics of accuracy, precision, recall, and F1-score were used in this study.



4.3.1. Pre-trained Models—Effect Analysis


To evaluate the efficacy of different pre-trained models in this research, three pre-trained models—BERT, ROBERTA, and DISTILBERT—which can be used for text classification, were selected and compared with XLNet. The hyperparameter settings of the relevant models were consistent with XLNet. Table 4 compares the effects of the four pre-trained models on the v3.1 dataset. Table 5 compares the impact of the four pre-trained models on the v2 dataset.




4.3.2. Traditional Models—Effect Analysis


To compare pre-trained and conventional machine learning models in vulnerability assessment, five traditional machine learning models, i.e., decision tree, nearest neighbor, multilayer perceptron, plain Bayesian, and logistic regression, were selected and compared with XLNet. Table 6 shows the effect of traditional models and XLNet on the v3.1 dataset. Table 7 shows the impact of conventional models and XLNet on the v2 dataset comparison.




4.3.3. Comparison with Other Similar Works


In this study, the accuracy, precision, recall, and F1 of XLNET are compared to those of similar works. The results of other works were taken from the original papers [21,22,23]. Table 8 and Table 9 display pertinent data. The results demonstrate that the fine-tuned XLNet enhances the performance of vulnerability metric value prediction.





4.4. Analysis of Results


In this study, the experimental results of the XLNet model were compared with several pre-trained models, several traditional machine learning algorithms, and similar studies. Figure 6 and Figure 7 present the essential data in two bar charts to simplify analysis. It can be seen that the XLNet model is superior to other models in assessment metrics, as shown by the aforementioned experimental findings. Comparing this study’s methodology to previous studies demonstrates that it likewise reaches superior performance levels.





5. Discussion


The experimental findings demonstrate that the fine-tuned XLNet model indeed enhanced the vulnerability metric prediction, which benefits both the strength of the pre-trained model and the domain knowledge provided by the fine-tuning. Compared to conventional machine learning and deep learning, the XLNet model acquired substantial knowledge from the large-scale corpus. This information partially compensated for the difficulty created by inadequate data in the downstream tasks, thus significantly improving the downstream tasks. In addition, the findings indicate that the fine-tuned XLNet model is not significantly superior to the logistic regression method in terms of prediction impact, and that the model’s interpretability is weak. In our future studies, we will conduct research on the fusion of pre-trained and traditional models, combining the advantages of pre-trained and classic models to produce superior outcomes. We will also research model interpretability in order to make the model’s output more convincing.




6. Conclusions


Every year, the Internet discloses tens of thousands of vulnerabilities to the public. In order to remedy high-priority vulnerabilities promptly, it is critical to assess the severity of the vulnerability rapidly. Nevertheless, manual assessment of vulnerabilities using the CVSS metric has proved to be time-consuming. To find a faster way of assessing vulnerability severity, this paper proposed a method for vulnerability metric prediction using an XLNet pre-trained model. With this method, the XLNet model was fine-tuned based on a self-built cybersecurity corpus, and then the fine-tuned XLNet model was used to extract semantic features from the vulnerability description text. Subsequently, the CVSS metric values were split, the multi-classification problem was converted into a multi-label classification problem, and finally, multi-label classification was performed based on the extracted text features in order to achieve the purpose of predicting vulnerability metric values. The experimental results on 276,357 actual vulnerabilities demonstrate that XLNet can achieve state-of-the-art performance in CVSS metric value prediction.
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Figure 1. Vulnerability severity distribution over time(2000–2022). 
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Figure 2. The architecture of two-stream self-attention. 
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Figure 3. The architecture of the fine-tuned XLNet model. 
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Figure 4. Dataset collection process. 
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Figure 5. Loss curve graph. 
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Figure 6. Performance comparison of XLNet with other algorithms on the CVSS v3.1 dataset. (a) Evaluation metric: accuracy; (b) evaluation metric: precision; (c) evaluation metric: recall; (d) evaluation metric: F1-score. 
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Figure 7. Performance comparison of XLNet with other algorithms on the CVSS v2 dataset. (a) Evaluation metric: accuracy; (b) evaluation metric: precision; (c) evaluation metric: recall; (d) evaluation metric: F1-score. 
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Table 1. Qualitative severity rating scale.






Table 1. Qualitative severity rating scale.





	
CVSS v3.1

	
CVSS v2.0




	
Rating

	
CVSS Score

	
Rating

	
CVSS Score






	
None

	
0.0

	
None

	
0.0




	
Low

	
0.1–3.9

	
Low

	
0.1–3.9




	
Medium

	
4.0–6.9

	
Medium

	
4.0–6.9




	
High

	
7.0–8.9

	
High

	
7.0–10.0




	
Critical

	
9.0–10.0
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Table 2. Possible values for the base metric group of the CVSS v2 standard.
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Metric Value

	
Possible Values






	
Attack Vector (AV)

	
Local (L)




	
Adjacent Network (A)




	
Network (N)




	
Access Complexity (AC)

	
High (H)




	
Medium (M)




	
Low (L)




	
Authentication (Au)

	
Single (S)




	
None (N)




	
Multiple (M)




	
Confidentiality Impact (C)

	
None (N)




	
Partial (P)




	
Complete (C)




	
Integrity Impact (I)

	
None (N)




	
Partial (P)




	
Complete (C)




	
Availability Impact (A)

	
None (N)




	
Partial (P)




	
Complete (C)
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Table 3. Possible values for the base metric group of the CVSS v3.1 standard.
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Metric Value

	
Possible Values






	
Attack Vector (AV)

	
Physical (P)




	
Network (N)




	
Local (L)




	
Adjacent (A)




	
Attack Complexity (AC)

	
Low (L)




	
High (H)




	
Privileges Required (PR)

	
None (N)




	
Low (L)




	
High (H)




	
User Interaction (UI)

	
Required (R)




	
None (N)




	
Scope (S)

	
Unchanged (U)




	
Changed (C)




	
Confidentiality (C)

	
None (N)




	
Low (L)




	
High (H)




	
Integrity (I)

	
None (N)




	
Low (L)




	
High (H)




	
Availability(A)

	
None (N)




	
Low (L)




	
High (H)
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Table 4. Comparison of the effects of the four pre-trained models on the CVSS v3.1 dataset.
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Metric

	
Model

	
AV

	
AC

	
PR

	
UI

	
S

	
C

	
I

	
A






	
Accuracy

	
XLNET

	
0.9625

	
0.9562

	
0.9161

	
0.9440

	
0.9642

	
0.9303

	
0.9358

	
0.9423




	
BERT

	
0.9580

	
0.9555

	
0.9094

	
0.9271

	
0.9532

	
0.9163

	
0.9229

	
0.9316




	
ROBERTA

	
0.9610

	
0.9566

	
0.9148

	
0.9430

	
0.9654

	
0.9301

	
0.9350

	
0.9421




	
DISTILBERT

	
0.9569

	
0.9565

	
0.9057

	
0.9245

	
0.9542

	
0.9156

	
0.9213

	
0.9307




	
Precision

	
XLNET

	
0.8932

	
0.8614

	
0.8777

	
0.9405

	
0.9486

	
0.9132

	
0.9256

	
0.8927




	
BERT

	
0.8964

	
0.8722

	
0.8749

	
0.9240

	
0.9328

	
0.8941

	
0.9073

	
0.9030




	
ROBERTA

	
0.8890

	
0.8719

	
0.8779

	
0.9403

	
0.9535

	
0.9136

	
0.9245

	
0.9012




	
DISTILBERT

	
0.8938

	
0.8867

	
0.8711

	
0.9206

	
0.9358

	
0.8950

	
0.9070

	
0.9130




	
Recall

	
XLNET

	
0.8685

	
0.7791

	
0.8568

	
0.9386

	
0.9236

	
0.9030

	
0.9179

	
0.8336




	
BERT

	
0.8363

	
0.7564

	
0.8386

	
0.9180

	
0.8988

	
0.8846

	
0.9027

	
0.8107




	
ROBERTA

	
0.8571

	
0.7681

	
0.8512

	
0.9363

	
0.9230

	
0.9020

	
0.9167

	
0.8279




	
DISTILBERT

	
0.8390

	
0.7502

	
0.8306

	
0.9159

	
0.8995

	
0.8819

	
0.8985

	
0.8071




	
F1

	
XLNET

	
0.8800

	
0.8139

	
0.8662

	
0.9395

	
0.9355

	
0.9078

	
0.9214

	
0.8521




	
BERT

	
0.8607

	
0.8017

	
0.8542

	
0.9208

	
0.9146

	
0.8891

	
0.9049

	
0.8309




	
ROBERTA

	
0.8717

	
0.8100

	
0.8633

	
0.9382

	
0.9373

	
0.9074

	
0.9204

	
0.8482




	
DISTILBERT

	
0.8616

	
0.8013

	
0.8476

	
0.9181

	
0.9164

	
0.8880

	
0.9025

	
0.8285
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Table 5. Comparison of the effects of the four pre-trained models on the CVSS v2 dataset.
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Metric

	
Model

	
AV

	
AC

	
Au

	
C

	
I

	
A






	
Accuracy

	
XLNET

	
0.9711

	
0.9167

	
0.9598

	
0.9072

	
0.9167

	
0.8946




	
BERT

	
0.9692

	
0.9089

	
0.9591

	
0.8981

	
0.9105

	
0.8859




	
ROBERTA

	
0.9708

	
0.9147

	
0.9600

	
0.9057

	
0.9159

	
0.8927




	
DISTILBERT

	
0.9683

	
0.9075

	
0.9581

	
0.8966

	
0.9115

	
0.8847




	
Precision

	
XLNET

	
0.9216

	
0.8714

	
0.7571

	
0.8837

	
0.8928

	
0.8736




	
BERT

	
0.9195

	
0.8740

	
0.7622

	
0.8730

	
0.8854

	
0.8634




	
ROBERTA

	
0.9214

	
0.8691

	
0.7612

	
0.8823

	
0.8922

	
0.8712




	
DISTILBERT

	
0.9240

	
0.8764

	
0.7608

	
0.8727

	
0.8876

	
0.8630




	
Recall

	
XLNET

	
0.8971

	
0.8106

	
0.7550

	
0.8831

	
0.8919

	
0.8750




	
BERT

	
0.8877

	
0.7987

	
0.7431

	
0.8725

	
0.8842

	
0.8656




	
ROBERTA

	
0.8958

	
0.8045

	
0.7493

	
0.8800

	
0.8899

	
0.8718




	
DISTILBERT

	
0.8821

	
0.7932

	
0.7399

	
0.8685

	
0.8831

	
0.8624




	
F1

	
XLNET

	
0.9086

	
0.8313

	
0.7560

	
0.8834

	
0.8923

	
0.8743




	
BERT

	
0.9022

	
0.8219

	
0.7521

	
0.8728

	
0.8848

	
0.8644




	
ROBERTA

	
0.9077

	
0.8258

	
0.7550

	
0.8811

	
0.8910

	
0.8715




	
DISTILBERT

	
0.9004

	
0.8170

	
0.7497

	
0.8705

	
0.8853

	
0.8626
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Table 6. The effect of traditional machine learning models and fine-tuned XLNet on the CVSS v3 dataset.
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Metric

	
Model

	
AV

	
AC

	
PR

	
UI

	
S

	
C

	
I

	
A






	
Accuracy

	
XLNet

	
0.9625

	
0.9562

	
0.9161

	
0.9440

	
0.9642

	
0.9303

	
0.9358

	
0.9423




	
Decision Tree

	
0.9405

	
0.9404

	
0.8690

	
0.9033

	
0.9510

	
0.8879

	
0.8925

	
0.9049




	
K-Nearest Neighbors

	
0.9410

	
0.9414

	
0.8529

	
0.8609

	
0.9069

	
0.8403

	
0.8283

	
0.8671




	
Multilayer Perceptron

	
0.9472

	
0.9485

	
0.8801

	
0.9204

	
0.9571

	
0.9031

	
0.9070

	
0.9181




	
Naive Bayes

	
0.9188

	
0.927

	
0.8296

	
0.8742

	
0.8957

	
0.8408

	
0.8260

	
0.8735




	
Logistic Regression

	
0.9479

	
0.9526

	
0.8907

	
0.9246

	
0.9585

	
0.9083

	
0.9113

	
0.9252




	
Precision

	
XLNet

	
0.8932

	
0.8614

	
0.8777

	
0.9405

	
0.9486

	
0.9132

	
0.9253

	
0.8927




	
Decision Tree

	
0.9399

	
0.9387

	
0.8677

	
0.9033

	
0.9506

	
0.8874

	
0.8922

	
0.9045




	
K-Nearest Neighbors

	
0.9395

	
0.9331

	
0.8489

	
0.8613

	
0.9052

	
0.8364

	
0.8260

	
0.8647




	
Multilayer Perceptron

	
0.9462

	
0.9453

	
0.8794

	
0.9202

	
0.9563

	
0.9019

	
0.9064

	
0.9174




	
Naive Bayes

	
0.9167

	
0.9177

	
0.8362

	
0.8785

	
0.9055

	
0.8515

	
0.8369

	
0.8718




	
Logistic Regression

	
0.9465

	
0.9498

	
0.8875

	
0.9248

	
0.9586

	
0.9081

	
0.9112

	
0.9247




	
Recall

	
XLNet

	
0.8685

	
0.7791

	
0.8568

	
0.9386

	
0.9236

	
0.9030

	
0.9179

	
0.8336




	
Decision Tree

	
0.9405

	
0.9404

	
0.8690

	
0.9033

	
0.9510

	
0.8879

	
0.8925

	
0.9049




	
K-Nearest Neighbors

	
0.9410

	
0.9414

	
0.8529

	
0.8609

	
0.9069

	
0.8403

	
0.8283

	
0.8671




	
Multilayer Perceptron

	
0.9473

	
0.9485

	
0.8801

	
0.9204

	
0.9571

	
0.9031

	
0.9070

	
0.9181




	
Naive Bayes

	
0.9188

	
0.9277

	
0.8296

	
0.8742

	
0.8957

	
0.8408

	
0.8260

	
0.8734




	
Logistic Regression

	
0.9479

	
0.9526

	
0.8907

	
0.9246

	
0.9585

	
0.9083

	
0.9113

	
0.9252




	
F1

	
XLNet

	
0.8800

	
0.8139

	
0.8662

	
0.9395

	
0.9355

	
0.9078

	
0.9214

	
0.8521




	
Decision Tree

	
0.9401

	
0.9395

	
0.8683

	
0.9033

	
0.9508

	
0.8877

	
0.8923

	
0.9047




	
K-Nearest Neighbors

	
0.9400

	
0.9348

	
0.8503

	
0.8611

	
0.9060

	
0.8374

	
0.8265

	
0.8654




	
Multilayer Perceptron

	
0.9465

	
0.9465

	
0.8797

	
0.9203

	
0.9565

	
0.9021

	
0.9065

	
0.9177




	
Naive Bayes

	
0.9081

	
0.8935

	
0.7943

	
0.8700

	
0.8756

	
0.8190

	
0.8090

	
0.8676




	
Logistic Regression

	
0.9454

	
0.9442

	
0.8853

	
0.9239

	
0.9568

	
0.9053

	
0.9100

	
0.9230











[image: Table] 





Table 7. The impact of traditional machine learning models and fine-tuned XLNet on the CVSS v2 dataset.
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Metric

	
Model

	
AV

	
AC

	
Au

	
C

	
I

	
A






	
Accuracy

	
XLNet

	
0.9711

	
0.9169

	
0.9598

	
0.9072

	
0.9167

	
0.8946




	
Decision Tree

	
0.9574

	
0.8767

	
0.9406

	
0.8630

	
0.8725

	
0.8505




	
K-Nearest Neighbors

	
0.9440

	
0.8588

	
0.9255

	
0.8156

	
0.8270

	
0.8149




	
Multilayer Perceptron

	
0.9229

	
0.7219

	
0.9252

	
0.6667

	
0.6871

	
0.6667




	
Naive Bayes

	
0.9080

	
0.8714

	
0.9056

	
0.8161

	
0.8085

	
0.8065




	
Logistic Regression

	
0.9633

	
0.8973

	
0.9533

	
0.8805

	
0.8899

	
0.8692




	
Precision

	
XLNet

	
0.9216

	
0.8714

	
0.7571

	
0.8837

	
0.8928

	
0.8736




	
Decision Tree

	
0.9569

	
0.8755

	
0.9400

	
0.8624

	
0.8720

	
0.8497




	
K-Nearest Neighbors

	
0.9412

	
0.8564

	
0.9207

	
0.8129

	
0.8238

	
0.8128




	
Multilayer Perceptron

	
0.8731

	
0.5525

	
0.8811

	
0.4611

	
0.4870

	
0.4533




	
Naive Bayes

	
0.9095

	
0.8698

	
0.9038

	
0.8226

	
0.8152

	
0.8143




	
Logistic Regression

	
0.9622

	
0.8974

	
0.9511

	
0.8787

	
0.8880

	
0.8672




	
Recall

	
XLNet

	
0.8970

	
0.8106

	
0.7550

	
0.8831

	
0.8919

	
0.8750




	
Decision Tree

	
0.9574

	
0.8767

	
0.9406

	
0.8630

	
0.8725

	
0.8505




	
K-Nearest Neighbors

	
0.9440

	
0.8588

	
0.9254

	
0.8156

	
0.8270

	
0.8149




	
Multilayer Perceptron

	
0.9229

	
0.7219

	
0.9252

	
0.6667

	
0.6871

	
0.6667




	
Naive Bayes

	
0.9080

	
0.8714

	
0.9056

	
0.8160

	
0.8085

	
0.8065




	
Logistic Regression

	
0.8973

	
0.9533

	
0.8805

	
0.8899

	
0.8692

	
0.8973




	
F1

	
XLNet

	
0.9086

	
0.8313

	
0.7560

	
0.8834

	
0.8923

	
0.8743




	
Decision Tree

	
0.9571

	
0.8760

	
0.9403

	
0.8627

	
0.8722

	
0.8500




	
K-Nearest Neighbors

	
0.9418

	
0.8568

	
0.9224

	
0.8139

	
0.8248

	
0.8134




	
Multilayer Perceptron

	
0.8963

	
0.6169

	
0.9012

	
0.5406

	
0.5660

	
0.5371




	
Naive Bayes

	
0.8819

	
0.8619

	
0.8712

	
0.7950

	
0.7830

	
0.7855




	
Logistic Regression

	
0.9618

	
0.8932

	
0.9504

	
0.8786

	
0.8884

	
0.8675
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Table 8. Comparison of related methods on the CVSS v3.1 dataset.
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Metric

	
Model

	
AV

	
AC

	
PR

	
UI

	
S

	
C

	
I

	
A






	
Accuracy

	
Our method

	
0.9625

	
0.9562

	
0.9161

	
0.9440

	
0.9642

	
0.9303

	
0.9358

	
0.9423




	
Shahid M. R. [21]

	
0.9115

	
0.9607

	
0.8379

	
0.9321

	
0.9545

	
0.8704

	
0.8735

	
0.8894




	
Costa J. C. [23]

	
0.9141

	
0.9520

	
0.8642

	
0.9333

	
0.9640

	
0.8671

	
0.8761

	
0.8881




	
Precision

	
Our method

	
0.8931

	
0.8613

	
0.8777

	
0.9405

	
0.9486

	
0.9132

	
0.9253

	
0.8927




	
Shahid M. R.

	
0.9090

	
0.9570

	
0.8392

	
0.9318

	
0.9553

	
0.8714

	
0.8736

	
0.8868




	
Costa J. C.

	
/

	
/

	
/

	
/

	
/

	
/

	
/

	
/




	
Recall

	
Our method

	
0.8685

	
0.7791

	
0.8568

	
0.9386

	
0.9236

	
0.9030

	
0.9179

	
0.8336




	
Shahid M. R.

	
0.9115

	
0.9607

	
0.8379

	
0.9321

	
0.9545

	
0.8704

	
0.8735

	
0.8894




	
Costa J. C.

	
/

	
/

	
/

	
/

	
/

	
/

	
/

	
/




	
F1

	
Our method

	
0.8800

	
0.8139

	
0.8662

	
0.9395

	
0.9355

	
0.9078

	
0.9214

	
0.8521




	
Shahid M. R.

	
0.9089

	
0.9574

	
0.8378

	
0.9319

	
0.9548

	
0.8681

	
0.8731

	
0.8863




	
Costa J. C.

	
/

	
/

	
/

	
/

	
/

	
/

	
/

	
/
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Table 9. Comparison of related methods on the CVSS v2 dataset.
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Metric

	
Model

	
AV

	
AC

	
Au

	
C

	
I

	
A






	
Accuracy

	
Our Method

	
0.971

	
0.917

	
0.960

	
0.907

	
0.917

	
0.895




	
1-L CNN [22]

	
/

	
/

	
/

	

	
/

	
/




	
2-L CNN

	
/

	
/

	
/

	

	
/

	
/




	
1-L BiLSTM

	
/

	
/

	
/

	

	
/

	
/




	
2-L BiLSTM

	
/

	
/

	
/

	

	
/

	
/




	
1-L Attention-Based BiLSTM

	
/

	
/

	
/

	

	
/

	
/




	
2-L Attention-Based BiLSTM

	
/

	
/

	
/

	

	
/

	
/




	
Precision

	
Our Method

	
0.922

	
0.871

	
0.757

	
0.883

	
0.893

	
0.874




	
1-L CNN

	
0.887

	
0.806

	
0.836

	
0.772

	
0.778

	
0.768




	
2-L CNN

	
0.819

	
0.660

	
0.737

	
0.694

	
0.706

	
0.683




	
1-L BiLSTM

	
0.878

	
0.796

	
0.826

	
0.794

	
0.803

	
0.787




	
2-L BiLSTM

	
0.903

	
0.772

	
0.843

	
0.730

	
0.749

	
0.719




	
1-L Attention-Based BiLSTM

	
0.887

	
0.811

	
0.839

	
0.797
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‘ [SEP]
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