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Abstract: Timber has been commonly used in the field of civil engineering, and the health condition
of timber is of great significance for the whole structure in practical scenarios. However, due to
mechanical load and environmental impact, timber-based constructions are vulnerable to termite
attack, microbial corrosion and fractures within their service lives. Thus, the damage monitoring
of timber structures is very challenging under real situations. This paper presents an intelligent
timber damage monitoring approach using Lead Zirconate Titanate (PZT)-enabled active sensing
and intrinsic multiscale entropy analysis. The proposed approach adopts PZT-enabled active sensing
to collect the signals depicting dynamic characteristics of the timber structure. The proposed intrinsic
multiscale entropy analysis utilizes variational mode decomposition (VMD) to deal with the collected
response signals. Decomposition of the response signals into a set of band-limited intrinsic mode
functions (BLIMFs) denoting nonlinear and nonstationary characteristics. Then multiscale sample
entropy (MSE) is employed to extract quantitative features, which are adopted as health condition
indicators of timber structures. Finally, the convolutional neural network (CNN) fulfills the intelligent
timber damage monitoring by using the quantitative features as the effective input. The research
findings reveal the efficacy and superiority of the proposed method.

Keywords: timber damage monitoring; active sensing; variational mode decomposition; multiscale
sample entropy; convolutional neural network

1. Introduction

Timber is a common material utilized in timber-framed buildings, furniture products,
composite materials, timber-based panels and other products [1]. However, timber itself has
disadvantages of easy corrosion, rain erosion and insect damage. Due to the degradation of
its physical properties, natural environmental and other damage, timber-framed buildings
suffer different types of damage, such as cracking, decay, insect damage, tenon pulling
and bending deformation [2,3]. This timber damage leads to performance degradation
and subsequently destruction of the overall structure [4]. If the damage is not detected in
time, it can cause serious catastrophes in some significant structures. Thus, accurate timber
damage monitoring is very important in reducing the upkeep costs and ensuring the safety
of the whole structure [5].

In the field of health monitoring of machinery and building structures, a piezoelectric
material called Lead Zirconate Titanate (PZT) is usually utilized because it is equipped
with the merits of strong piezoelectric effect, affordability, fast response, dual ability of
actuation, sensing and energy harvesting capacity [6,7]. Wide-ranging frequency vibrations
are produced and detected by PZT transducers. As a result, PZT can efficiently produce
and detect ultrasonic waves to achieve timber damage monitoring.
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The vital part of timber damage monitoring is feature extraction of ultrasonic waves.
The collected timber damage ultrasonic signals are typically nonlinear and nonstation-
ary [8,9]. The extraction of damage characteristics from ultrasonic signals is of vital im-
portance in timber damage monitoring. The common signal processing algorithms in-
clude Fourier transform [10], wavelet transform (WT) [11], empirical mode decomposition
(EMD) [12,13], Hilbert Huang transform (HHT) [14] and variational mode decomposition
(VMD) [15]. Fourier transform extracts the frequency information of the signal, but has
insufficient ability in processing nonlinear and nonstationary signals [16]. WT better de-
picts the frequency characteristics of signal, but there exists the shortfall that the wavelet
basis function needs to be selected manually [17]. EMD is a fully adaptive time-frequency
analysis algorithm. Nonlinear and nonstationary signals can be broken down into approxi-
mately stationary modes with different frequency scales, namely intrinsic mode functions
(IMFs) [18]. EMD and Hilbert transform are combined to form HHT. As a core of HHT,
EMD has advantages of full adaptivity and is capable of handling nonlinear and nonsta-
tionary signals, while it also has disadvantages such as mode aliasing problem. In 2014,
Dragomiretskiy et al. [19] put forward an optimized adaptive algorithm called VMD. It uses
a variational way to decompose a nonlinear and nonstationary signal into band-limited
intrinsic mode functions (BLIMFs) non-recursively. Compared to EMD, VMD has stronger
noise robustness, faster calculation speed and stronger anti-interference ability. Thus, it has
been widely used in feature extraction of nonlinear and nonstationary signals [20].

With the continuous development of nonlinear theories, entropy-based quantitative
features have been adopted in mechanical fault diagnosis and structural health monitor-
ing [21,22]. The common entropy theories include approximate entropy (AE) [23], sample
entropy (SE) [24], permutation entropy [25], etc. SE is an improved AE algorithm, and
avoids tedious self-matching, template matching and eliminates inconsistent statistical
quantities in AE [26]. Thus, SE is suitable for measuring the complicacy and regularity of
short time series and has been extensively utilized in the field of structural health moni-
toring. Bandt et al. [27] proposed permutation entropy based on the idea of comparing
adjacent values to determine the complicacy of time series. The typical single scale analysis
used in traditional entropy theories ignores the feature information present on numerous
scales. Later, Costa et al. [28] put forward a multiscale derivation algorithm for traditional
SE, namely multiscale sample entropy (MSE). MSE accurately and comprehensively cap-
tures the dynamical characteristics of time series from the view of numerous scales. MSE
has been widely used in the fields of signal processing and mechanical fault diagnosis [29].
Previous research has confirmed the efficiency and superiority of MSE [30,31]. It should be
noted that the quantitative features extracted by entropy-based theories can be used as the
input of neural networks to realize intelligent fault diagnosis and structural health monitor-
ing. Intelligent health monitoring has become a research hotspot due to machine learning
technology’s rapid development [32,33]. Convolutional neural network (CNN) [34] is a
kind of classical algorithm in deep learning, which has been extensively used in the fault
diagnostic domains and structural health monitoring domains, due to its advantages of
extracting feature information adaptively and pattern recognition [35]. CNN-integrated
approaches can effectively process massive and high-dimensional datasets, while avoiding
noise interference and low accuracy in condition identification.

This paper presents a novel intelligent timber damage monitoring approach using
PZT-enabled active sensing and intrinsic multiscale entropy analysis. The PZT-generated
response signals are divided into multiple sets of BLIMFs using VMD. MSE values of
certain orders of BLIMFs are calculated and adopted as quantitative features denoting
timber health conditions. Thus, the intrinsic multiscale entropy analysis obtains the quanti-
tative features of multiple BLIMFs at multiple scales, which provides the feature matrices
for subsequent CNN-integrated machine learning. Section 2 reviews the methodologies
involved with intrinsic multiscale entropy analysis, which consists of VMD, MSE and the
typical structure of CNN. Section 3 illustrates the proposed intelligent timber damage
monitoring approach by giving its detailed steps. Section 4 introduces the whole apparatus
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setup and experimental procedures. Section 5 verifies the proposed intelligent timber dam-
age monitoring approach by experimental data processing and comparative experiment.
Section 6 concludes the paper by presenting the major findings and essential discussion.

2. Methodologies
2.1. Variational Mode Decomposition

VMD is a brand-new adaptive time-frequency analysis algorithm based on the ideas
of Wiener filtering, Hilbert transform and heterodyne demodulation [36]. This algorithm
fulfills the adaptive decomposition of the signal in a completely non-recursive way. It has
a strict mathematical theoretical foundation, good anti-noise effect and fast calculation
speed [37]. VMD decomposes the signal x(t) into k orders of BLIMFs uk(t). The center
frequency of kth order BLIMF is ωk. In EMD, the signal’s component, whose mean value
of the upper and lower envelopes determined by the local maximum and local minimum
points equals zero, is defined as IMF, while VMD redefines BLIMF as an AM-FM signal to
establish the variational model. The expression of BLIMF is as follows:

uk(t) = Ak(t) cos(ϕk(t)) (1)

where ϕ′k(t) = ω(t) = dϕk(t)/dt is the instantaneous frequency and Ak(t) is the amplitude.
During period [t− δ, t + δ], where δ = 2π/ϕ′k(t), uk(t) is regarded as a harmonic signal.
The steps of establishing the variational model are as follows:

(1) Hilbert transform is performed on each BLIMF uk(t). To obtain the unilateral spec-
trum of uk(t), an analytical signal is constructed, i.e., (δ(t) + j/πt)∗uk(t), where δ(t)
represents Dirichlet function and ∗ is the convolutional symbol.

(2) The analytical signal of each BLIMF is mixed with a pre-estimated center frequency.
Each BLIMF’s spectrum is transferred to the fundamental frequency range, i.e.,
[(δ(t) + j/πt) ∗ uk(t)]e−jωkt.

(3) By demodulating the L2 norm of the signal gradient, the bandwidth of each BLIMF is
estimated.

(4) By introducing constraints, the following optimal variational model is constructed:

min
{uk},{ωk}

{
∑
k
‖ ∂t

[(
δ(t) + j

πt

)
uk(t)

]
e−jωkt ‖2

2

}
s.t. ∑

k
uk = f

(2)

where uk = {u1, u2, . . . , uk} are BLIMFs, and ωk = {ω1, ω2, . . . , ωk} are center fre-
quencies corresponding to each BLIMF.

The quadratic penalty factor α and Lagrange multiplication operator λ are utilized to
build the extended Lagrange function L({uk}, {ωk}, λ) to arrive at the best solution for the
variational model discussed above:

L({uk}, {ωk}, λ) = α∑
k

∥∥∥∂t

[(
δ(t) + j

πt

)
uk(t)

]
e−jωkt

∥∥∥2

2

+

∥∥∥∥ f (t)−∑
k

uk(t)
∥∥∥∥2

2
+

〈
λ(t), f (t)−∑

k
uk(t)

〉 (3)

Thus, the limited variational problem becomes an unconstrained problem. Among
this unconstrained problem, the quadratic penalty factor ensures accuracy of signal recon-
struction and the Lagrange multiplier ensures the strictness of model constraints. The main
steps of the VMD algorithm are as follows:

(1) Input signal x(t);
(2) Initialize û1

k , ω1
k , λ̂1

k and n;



Appl. Sci. 2022, 12, 9370 4 of 14

(3) Update uk and ωk;

ûn+1
k (ω) =

f̂ (ω)− ∑
i 6=k

ûi(ω) + λ̂(ω)
2

1 + 2α(ω−ωk)
2 (4)

ωn+1
k =

∫ ∞
0 ω|ûk(ω)|2dω∫ ∞

0 |ûk(ω)|2dω
(5)

(4) Update λ;

λ̂n+1(ω) = λ̂n(ω) + τ

[
f̂ (ω)−

k

∑
k=1

ûn+1
k (ω)

]
(6)

(5) The convergence is judged according to the following equation. If the convergence
condition is met, the decomposition process ends. Otherwise, return to steps (2) and
(3) to continue decomposition until the stopping condition is met.

∑
k

∥∥∥ûn+1
k − ûn

k

∥∥∥2

2∥∥ûn
k

∥∥2
2

< e (7)

2.2. Multiscale Sample Entropy

MSE sheds light on the complicacy and nonlinearity of fluctuations across various time
scales, which was put forward to conduct the measurement of the SE on numerous scales.
It has extraordinary stability and interference-fighting capability [30,31], assuming that the
time series contain points x1, x2, x3, . . . xN sampled every millisecond, for the reason that
the initial time scale τ is 1 ms. In order to create various scales and resolutions of the signal,
coarse graining the data fundamentally refers to conducting the averaging on consecutive
points. The following are the specific computation steps for the MSE:

(1) At scale one, the coarse-grained time series are the initial time series.
(2) At scale two, the coarse-grained time series can be created by averaging two suc-

cessive time points as presented in Figure 1a. Defining that y1 = (x1 + x2)/2;
y2 = (x3 + x4)/2 and so on.
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(3) At scale three, as illustrated above, the average of three consecutive time points
forms the coarse-grained time series shown in the Figure 1b. That is, define y1 =
(x1 + x2 + x3)/3; y2 = (x4 + x5 + x6)/3 and so on.

Mathematically, the above procedures can be transformed into a number of coarse-
grained time series {y(τ)j }:

yτ
j =

1
τ

jτ

∑
i=(j−1)τ+1

xi, j = 1, 2, . . . , N/τ (8)

where τ is the time scale. The coarse-grained series y(τ)j , where j = 1, 2, . . . , N are the
original series when the time scale τ =1. When τ > 1, the coarse-grained time series has a
length of N/τ. The detailed procedures of MSE are displayed in Figure 2.
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Figure 2. The illustration of MSE procedures.

The SE of each time series y(τ)j is calculated under the embedded dimension; to choose
scale factors to quantify signal nonlinearity, the connection between SE and time scale
factor is plotted. The SE value reveals the correlation of the signal under this scale factor.
The relationship between SE and MSE is shown below:

EMSE(x, τ, m, r) = ESE(yτ , m, r) = −In(nm+1
r /nm

r ) (9)

where m is the embedding dimension. r is tolerance. ESE(·) is sample entropy. The
coarse-grained sequence’s nm

s and nm+1
s space vectors have dimensions of m and (m + 1),

respectively. It should be noted that a larger time scale τ contributes to more accurate
presentation of a signal’s regularity and complexity based on theoretical derivation of MSE,
while it results in more computational load. Taking both the presentation of the signal’s
regularity and the algorithm’s efficiency into consideration, and after several experimental
trials, the scale factor is chosen as 20 in our application research.

2.3. Convolutional Neural Network

CNN has achieved considerable success in the image processing industry and is one
of the most representative deep learning network designs [38]. The advantages of CNN
over other classification algorithms are that CNN has a strong generalization ability and
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learns the best features to represent the objects in the photos. Convolutional, Pooling, ReLU
and Fully Connected layer make up CNN’s four layers [39].

(1) A convolutional layer is made up of several filters that are applied to the input data
in layers. The width, height and weights of each filter are used to extract features
from the input data. The weights in the filter start out with random values during
the training phase and are learnt in the training set. In the convolutional layer, each
filter stands in for a feature and finds a match. Therefore, a huge number is generated
by the convolutional operation, activating the filter to that feature. CNN uses this
procedure to find out the best filters to describe the object [40].

(2) The ReLU (Rectified Linear Unit) layer is an activation layer connected after a convo-
lutional layer and causes the network to become non-linear [41]. The ReLU aids the
network in learning more difficult decision-making functions and lessens overfitting.

(3) The pooling layer is used to minimize the dimensionality of the feature maps while
retaining the crucial information [42]. In the pooling layer, a filter applies the pooling
operation to the input data by sliding over it in the pooling layer.

(4) Input, hidden and output layers make up the MultiLayer Perception (MLP) that
constitutes the fully connected layer [43]. The features produced by the CNN are sent
to the input layer. A MLP is made up of one or more hidden layers, each hidden layer
a series of neurons with weights that will be learned during the training step. There
are also a series of neurons in the output layer.

The convolutional and the dense steps make up the bulk of the typical structure of a
CNN model. The former learns which features are most useful to extract from the images
and the latter learns how to categorize the features. The structure of the CNN model is
displayed in Figure 3.
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3. The Proposed Intelligent Timber Damage Monitoring Approach Using
PZT-Enabled Active Sensing and Intrinsic Multiscale Entropy Analysis

Aiming at diagnosing timber damage, a novel approach based on multiscale entropy
analysis and CNN is proposed in this paper. VMD decomposes PZT generated response
signals into multiple sets of BLIMFs. Then MSE values of certain orders of BLIMFs are
calculated and adopted as quantitative features denoting timber health conditions. The
main steps of the proposed approach are presented as follows:

(1) VMD is used to process the PZT generated response signals and the multiple sets of
BLIMFs containing a large number of nonlinear and nonstationary damage character-
istics are obtained.

(2) Then, MSE values of specific orders of BLIMFs are calculated and used as indicators
of the state of the timber health.

(3) Two-dimensional feature matrices are constructed and randomly divided into training
set, validation set and test set. The data of the training set and validation set are input
into CNN for training and the parameters are adjusted during the training process to
obtain a neural network model with good recognition.
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(4) The trained CNN model is utilized to justify the data of the test set to realize the
monitoring of timber damage.

4. Experimental Setup and Procedures
4.1. Timber Specimens

In the experimental test, the timber is pine wood from North America, which has a
density of 420 kg/m2 and moisture content of around 19.2%. The experimental samples’
dimensions are 0.04 m broad, 0.15 m long and 0.08 m deep. As shown in Figure 4, epoxy
was used to install two PZT patches at the predefined positions on a total of six specimens.
As a result, the interface between PZT and the surface of the timber was covered with a
thin layer of epoxy resin. A PZT material layer is sandwiched between two electrode layers
in a PZT sensor [44]. The diameter of the PZT sensor was 10 mm and the thickness was
0.2 mm. The total of six specimens were divided into three groups. As manifested in the
Figure 4, some artificial structural damage was applied to all specimens before monitoring.
A crack existed on each specimen for Group A (specimens 1 and 2). A hole was drilled
in each specimen for Group B (specimens 3 and 4) and C (specimens 5 and 6). The PZT
patches’ locations and pre-configured damage are shown in Figure 4.
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Groups A, B, and C were subjected to three types of artificial damage, different crack
depths, different depths and diameters of the holes under different circumstances, in this
experimental test. For Group A, the crack width of both specimens was fixed at 1.5 mm
while the artificial crack damage depths varying from 4 to 10 mm were conducted; in Group
B, for both specimens, the holes’ diameter was set at 4 mm while the effect was researched
by varying the artificial hole depths in 4 and 10 mm under two circumstances; As for the
last Group C, to look into the impact of this structural flaw, the depth of the hole for the
two test specimens was set at 4 mm and the hole diameters were varied between 3 and
9 mm. Table 1 illustrates the test cases of specimens in this research.

Table 1. Test circumstances of specimens for three groups.

Group A Case 1 Case 2 Group B Case 3 Case 4 Group C Case 5 Case 6

Crack width 1.5 1.5 Hole diameter 4 4 Hole diameter 3 9
Crack depth 4 10 Hole depth 4 10 Hole depth 4 4
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4.2. Experimental Setup and Experimental Procedures

The experimental setup is depicted in Figure 5a, which also includes a control com-
puter, a fixed piece of timber and a data gathering system (NI USB-6361). The data gathering
system samples at a rate of 2 MS/s. In each instance, a sine wave signal was used to stimu-
late the PZT actuator, which then produced guided stress waves coming from one side of
the timber specimen. The response signal was captured by the PZT sensor on the opposite
side. The excitation signal had the following characteristics: a starting frequency of 100 Hz,
a stopping frequency of 300 kHz, an amplitude of 10 V and a period of 1 s. In this investiga-
tion, a frequency step size of 50,000 was used. All tests were finished in the lab in under
two hours to reduce the effects of environmental humidity on the outcomes. The humidity
and temperature during the conducted experiment are around 64% and 26 ◦C, respectively.
The schematic diagram of the apparatus is displayed in Figure 5b.
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5. Application Research for Timber Damage Monitoring

The PZT sensors’ time domain signal responses for Case 1-Case 6 are shown in Figure 6,
respectively. Each curve represents a cycle, or 1 s in the time domain, of the sensor signal
response to the sine wave signal. Different groups of piezoelectric ceramic sensors receive
signals differently as a result of the various damage modes.

In our research, 540 sets of sine wave signals of crack damage and hole damage in
the experiment were selected for research. After the signal processing was performed
in the above manner, the obtained two-dimensional feature matrices were all 7 × 7 size,
which were used to characterize each type of timber damage. According to the width and
depth of cracks and the diameter and depth of holes, 540 groups of sine wave signals were
divided into six different wear conditions. For each working condition, the training set,
validation set, and test set were all randomly chosen at a ratio of 3:1:1 and the data of
the training set and validation set were fed into the CNN for training. Simultaneously,
the hyper parameters were optimized and adjusted in the training process to obtain a
neural network model with good recognition effect and complete the discrimination of
six different timber damage states. Theoretically, the more convolutional layers of the
network, the more extracted features can reflect the characteristics of the original data.
For classification problems with multiple categories and large samples, CNN often uses
multiple convolutional layers. However, for classification problems with few categories
and samples, with there are more and more network layers, redundant network layers may
be generated and the model may be unstable and overfitted [45]. Therefore, considering
the parameters of the model and the training effect, it is sufficient to use one or two
convolutional layers for 540 samples of six timber damage conditions. Through multiple
experimental comparisons, the structural parameters of the model are given in Table 2.



Appl. Sci. 2022, 12, 9370 9 of 14

Appl. Sci. 2022, 12, x FOR PEER REVIEW 8 of 14 
 

experimental test. For Group A, the crack width of both specimens was fixed at 1.5 mm 

while the artificial crack damage depths varying from 4 to 10 mm were conducted; in 

Group B, for both specimens, the holes’ diameter was set at 4 mm while the effect was 

researched by varying the artificial hole depths in 4 and 10 mm under two circumstances; 

As for the last Group C, to look into the impact of this structural flaw, the depth of the 

hole for the two test specimens was set at 4 mm and the hole diameters were varied be-

tween 3 and 9 mm. Table 1 illustrates the test cases of specimens in this research. 

Table 1. Test circumstances of specimens for three groups. 

Group A Case 1 Case 2 Group B Case 3 Case 4 Group C Case 5 Case 6 

Crack width 1.5 1.5 Hole diameter 4 4 Hole diameter 3 9 

Crack depth 4 10 Hole depth 4 10 Hole depth 4 4 

4.2. Experimental Setup and Experimental Procedures 

The experimental setup is depicted in Figure 5a, which also includes a control com-

puter, a fixed piece of timber and a data gathering system (NI USB-6361). The data gath-

ering system samples at a rate of 2 MS/s. In each instance, a sine wave signal was used to 

stimulate the PZT actuator, which then produced guided stress waves coming from one 

side of the timber specimen. The response signal was captured by the PZT sensor on the 

opposite side. The excitation signal had the following characteristics: a starting frequency 

of 100 Hz, a stopping frequency of 300 kHz, an amplitude of 10 V and a period of 1 s. In 

this investigation, a frequency step size of 50,000 was used. All tests were finished in the 

lab in under two hours to reduce the effects of environmental humidity on the outcomes. 

The humidity and temperature during the conducted experiment are around 64% and 26 

°C, respectively. The schematic diagram of the apparatus is displayed in Figure 5b. 

 
(a) (b) 

Figure 5. (a) A photo of the apparatus, (b) The schematic diagram of the apparatus. 

5. Application Research for Timber Damage Monitoring 

The PZT sensors’ time domain signal responses for Case 1-Case 6 are shown in Figure 

6, respectively. Each curve represents a cycle, or 1 s in the time domain, of the sensor signal 

response to the sine wave signal. Different groups of piezoelectric ceramic sensors receive 

signals differently as a result of the various damage modes. 

 
(a) 

NI USB-6361
Control computer

NI USB-6361

Excited signal

Control computer

PZT1 PZT2

Response signal

Timber specimen

Damage

Timber specimen

Test bench

Appl. Sci. 2022, 12, x FOR PEER REVIEW 9 of 14 
 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 6. Sensor signal response of each type of timber damage mode. (a) Case 1, (b) Case 2, (c) Case 

3, (d) Case 4, (e) Case 5, (f) Case 6. 

In our research, 540 sets of sine wave signals of crack damage and hole damage in 

the experiment were selected for research. After the signal processing was performed in 

the above manner, the obtained two-dimensional feature matrices were all 7 × 7 size, 

which were used to characterize each type of timber damage. According to the width and 

depth of cracks and the diameter and depth of holes, 540 groups of sine wave signals were 

divided into six different wear conditions. For each working condition, the training set, 

validation set, and test set were all randomly chosen at a ratio of 3:1:1 and the data of the 

training set and validation set were fed into the CNN for training. Simultaneously, the 

hyper parameters were optimized and adjusted in the training process to obtain a neural 

network model with good recognition effect and complete the discrimination of six 

Figure 6. Sensor signal response of each type of timber damage mode. (a) Case 1, (b) Case 2, (c) Case
3, (d) Case 4, (e) Case 5, (f) Case 6.



Appl. Sci. 2022, 12, 9370 10 of 14

The hyper parameter setting of CNN can directly affect the efficiency and accuracy
of the model. Through many experiments, the final main setting of the CNN model in
this paper was: two convolutional layers, of which the filter size was set as 3 × 3, the step
size was 1, the number of convolution cores was 64 and the size of the pooling layer was
2 × 2. The pooling mode was the maximum pooling layer, the activation function was
the Rectified Linear Unit (ReLU), the optimizer was SGD, the learning rate was 0.0001
and batch processing had a value of 4. CNN’s framework is based on Tensorflow’s Keras.
The Tensorboard visualization tool was used to view the variations of accuracy curve, loss
function curve and other curves. A total number of 2000 iterative trainings were conducted
in the experiment. The variation curves of accuracy and loss function in the training process
are displayed in Figure 7.

Table 2. CNN model structure.

Network Layers (Type) Out SHAPE

Input Layer (None, 7, 7, 1)
Conv2d (None, 7, 7, 32)

Batch_Normalization (None, 7, 7, 32)
Max_Pooling2d (None, 3, 3, 32)

Conv2d_1 (None, 3, 3, 64)
Batch_Normalization_1 (None, 3, 3, 64)

Flatten (None, 64)
Dense (None, 1024)

Dropout (None, 1024)
Dense_1 (None, 6)
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Figure 7 demonstrates how the accuracy of the training set and validation set gradually
increases as the number of iterations rises and, after 400 iterations, the accuracy of both the
training set and the validation set reaches 100%, without obvious shock. The loss function
lowers monotonically with the increasing number of iterations and stabilizes in a low range.
After 2000 iterations, the final training loss and test loss are close to 0 and there is no fitting
phenomenon, which indicates that the method has good diagnostic effect. In order to
intuitively display the classification outcomes, we used the confusion matrix to represent
the discrimination outcomes, as displayed in Figure 8.

To demonstrate the superiority of the approach in this paper, it was compared with
ALIF, EMD and EEMD decomposition algorithms and the same dataset was utilized for
the test. To avoid the randomness of the test results, the above method was used for 10
repetitive experiments. The average accuracy of different methods for timber damage
classification is demonstrated in Table 3.
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It can be seen from Table 3 that the classification accuracy of the approach proposed
in this paper achieves the highest results. The classification results of timber damage
conditions are the best when compared to the results obtained by other algorithms. The
experimental results validate the efficacy and superiority of the proposed approach for
detecting timber damage based on VMD, MSE and CNN.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 11 of 14 
 

function lowers monotonically with the increasing number of iterations and stabilizes in 

a low range. After 2000 iterations, the final training loss and test loss are close to 0 and 

there is no fitting phenomenon, which indicates that the method has good diagnostic ef-

fect. In order to intuitively display the classification outcomes, we used the confusion ma-

trix to represent the discrimination outcomes, as displayed in Figure 8. 

  
(a) (b) 

  
(c) (d) 

Figure 8. (a) VMD + MSE + CNN timber damage identification results; (b) ALIF + MSE + CNN timber 

damage identification results; (c) EEMD + MSE + CNN timber damage identification results; (d) EMD + 

MSE + CNN timber damage identification results. In all confusion matrices, the abscissa and ordinate of 

confusion matrix denote the true label and predicted label of timber damage conditions, respectively. 

To demonstrate the superiority of the approach in this paper, it was compared with 

ALIF, EMD and EEMD decomposition algorithms and the same dataset was utilized for 

the test. To avoid the randomness of the test results, the above method was used for 10 

repetitive experiments. The average accuracy of different methods for timber damage 

classification is demonstrated in Table 3. 

Table 3. Comparison of classification accuracy of four methods. 

Different Methods Accuracy 

VMD + MSE + CNN 100% 

ALIF + MSE + CNN 97.2% 

EEMD + MSE + CNN 95.4% 

EMD + MSE + CNN 90.7% 
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Table 3. Comparison of classification accuracy of four methods.

Different Methods Accuracy

VMD + MSE + CNN 100%
ALIF + MSE + CNN 97.2%

EEMD + MSE + CNN 95.4%
EMD + MSE + CNN 90.7%

6. Conclusions and Discussion

This paper proposes a novel timber damage monitoring method using PZT-enabled
active sensing and intrinsic multiscale entropy analysis. VMD is used to process the
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collected response signals and multiple sets of BLIMFs containing a large number of
nonlinear and nonstationary damage characteristics are obtained. Afterwards, MSE values
at multiple time scales are calculated and used as condition indicators to measure the
complexity of BLIMFs. Finally, feature matrices are constructed and employed as the input
of CNN to achieve timber damage monitoring. The main research results of the timber
damage monitoring method are as follows:

(1) The sandwich design of the PZT sensor consists of two electrode layers and a layer of
PZT material. A wide frequency range of vibration is produced and detected by PZT
transducers. Thus, PZT can detect ultrasonic waves to achieve the timber damage
monitoring.

(2) VMD and MSE are combined to extract the characteristic information of timber
damage. VMD can decompose sine wave signals and can effectively separate the
frequency components of signals. MSE can accurately characterize the nonlinear
characteristics of timber damage as condition indicators.

(3) CNN has strong feature extraction ability and high generalization capacity, which
can accurately extract the features denoting different kinds of timber damage. The
utilization of CNN contributes to realization of the identification of timber damage
conditions.

In our research, the experimental results validate that the proposed novel approach
is promising is the field of timber damage monitoring. In future research, catering to a
real and practical scenario, more damage conditions need to be considered, especially with
different physical properties such as density and moisture content. Further study will be
explored by the authors in the near future.
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