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Abstract: This article presents the results of a survey on the use of digital avatars and agents
in museums and places of cultural interest. The optimization of virtual agents in the cultural
heritage domain is an interdisciplinary undertaking and this paper investigates pertinent research and
solutions and suggests ways forward. The research questions examined relate to (a) the technological
characteristics of cultural heritage-related uses of users’ avatars and virtual agents, and patterns that
emerge, and (b) suggestions for future research based on this article’s findings. We reviewed relevant
publications and analysed the approaches presented to identify trends and issues that could lead
to conclusions on the existing state of the field and, moreover, infer and suggest future directions.
The main findings relate to a trend toward onsite, sophisticated installations or applications with
increasing investment in mixed reality. Moreover, emphasis shifts toward optimising agents such as
virtual guides or companions, mediators of cultural content and engaging facilitators. Behavioural
Realism (BR), featured mostly in virtual reality installations, greatly fosters engagement according to
the reviewed research, and we conclude that mixed reality onsite applications, which are gathering
pace, should reach their degree of sophistication and combine the strengths of both MR and BR.
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1. Introduction

The word avatar comes from the Sanskrit word avatarah, which means the “descent
of a deity into a terrestrial form”. The term first appeared in the late 1980s in the video
games Ultima IV: Quest of the Avatar (1985) and Habitat (1986). However, it was only in
1992 that Neal Stephenson first used the term avatar in the sense of a digital representation
of a person in virtual environments in his science fiction novel Snow Crash [1]. Over two
decades ago, avatars were already used in games as a representation of the player in the
game’s world, as well as in customer service as automated online assistants. Then, they
were used in online worlds, such as Second Life, as customised 2D or 3D representations
of users in various forms (e.g., human-like, animals, legendary creatures) with interaction
and conversation capabilities.

The term avatar is broadly defined as a representation of a human actor in digital
space (typically the user), as Nowak and Fox explain [2]. They note that there are authors
who adopt a more inclusive approach regarding avatars as representations of computer-
generated agents such as bots, citing Nowak and Rauh [2].

However, most authors in the field distinguish between digital representations of
human actors that are described as avatars and those that are computer-generated, which
are called ‘agents’. We use the term “virtual human” exclusively to describe a digital
agent, i.e., a computer-generated representation, and the term “digital human avatar” in a
broader sense, including human users (e.g., Second Life), as well as instances of a digital
bot/computer-generated anthropomorphic representation; therefore, in this paper, “digital
human avatar” covers all instances of actual users’ representations (for example, when
the visual representation resembles the actual human actor/narrator, as is the case in the
Asinou church AR application).
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Digital human agents have evolved over time, and nowadays, not only can they have
a realistic human appearance, but with the help of Artificial Intelligence, they also simulate
human behaviour and adopt methods of human verbal and nonverbal communication
to interact and engage with real humans, as well as to express and provoke emotions. In
multi-user virtual worlds, digital human avatars are widely used in social VR applications.
For more than two decades, digital humans have not only been used in various virtual
representations, but virtual agents have also been used for various purposes and using
several technologies. The scope of this paper is to present the results of a survey concerning
the use of virtual humans in museum environments, and its main aim is to discuss the
trends in the use of virtual agents and avatars, the use of technologies and the use of virtual
agents and avatars onsite and online.

2. Methods and Context of the Study
2.1. Related Work

Nowak and Fox [3] provide a systematic review of digital human avatars ‘Definitions,
Uses, and Effects’; they note that digital human avatars’ definitions vary to an extent and
provide a section that outlines the convergences of existing definitions. In another section,
they present the divergencies and, more specifically, the similarities in conceptualization and
differences in conceptualization. The authors examine digital humans’ uses as well as the
perceptions around them and their effects. The focus is on issues regarding their level
of realism in terms of appearance and behaviour, and agency. The social categorization
of avatars, e.g., in terms of racial characteristics and gender is presented, and issues of
embodiment and self-expression through the choice of avatar are analysed. Moreover, the
effect of avatars on human communication is investigated, addressing the emerging issues
from multiple perspectives.

Extensive surveys have been conducted concerning the presence of digital humans
and avatars in cultural heritage Information and Communication Technologies (ICT) appli-
cations [4] and in virtual worlds [5]. They present the state-of-the-art concerning the use
of digital human agents and avatars in virtual applications not only from the user’s point
of view, but also from the designer’s. In [4], a table is provided that offers an overview of
the main characteristics of digital human agent and avatar uses in cultural heritage-related
applications, such as the types of technologies employed, the level of interactivity and the
key implementation features. Furthermore, they offer a set of recommendations and good
practices for the use of digital human agents and avatars in VR-based cultural heritage-
related applications, as well as the strengths and weaknesses of existing applications. In [5],
the survey focuses on the role of human-like characters as equivalents of real human
users and as embodied agents driven by artificial intelligence. Information is provided
concerning the crafting of virtual humans, and more specifically, in terms of appearance
and the embodied agents. Furthermore, the authors focus on four application domains:
environmental design, training, cultural heritage, and healthcare.

In another paper [6], the first results of a survey on the use of digital humans (agents)
and avatars in museums and places of cultural interest are presented. The research ques-
tions examined were related to (a) the technological characteristics of cultural heritage-
related uses of digital humans/avatars and patterns that emerge, (b) what affects their
potential for audience engagement, and (c) what directions may be suggested for future
research based on the findings of this review.

In this article, we reviewed all relevant publications and analysed the trends in tech-
nology, the online and onsite use of DHs, and their role as virtual guides or companions,
as mediators of cultural content and as engaging facilitators. According to the virtual-
ity continuum of Milgram and Kishino, which provides an overview of the possibilities
between the real environment and the virtual environment, virtual reality (VR) permits
viewing, moving around and interacting in a fully immersive environment; augmented
reality (AR) ‘augments’ the real environment by superimposing digital elements in the
physical world; and mixed reality (MR) allows the superimposition of digital elements in



Appl. Sci. 2022, 12, 9913 3 of 21

the physical world and interaction with them. We focus less on the technical characteristics
of these technologies and more on establishing the types of digital human, as well as the
type of technology involved (i.e., AR or VR and the devices used), in relation to the types of
museums/cultural heritage (CH) sites to identify emerging patterns and trends that could
inform future research.

2.2. Research Questions

The research questions that underpin this review are the following:

(i) What are the types and roles of virtual agents and avatars used in the cultural heritage
sector, and how do they evolve over time?

(ii) What are the trends in the use of technologies such as VR and AR regarding their
evolvement over time?

(iii) What are the trends in the use of virtual agents and avatars in relation to whether
such uses regard onsite or online applications, and what are their characteristics?

(iv) What conclusions can be drawn for future research and pertinent practices regarding
uses of digital human agents and avatars in the field of cultural heritage?

2.3. Search Strategy

We examined the ACM and IEEE Digital Libraries. The databases were searched
for studies related to virtual humans/avatars in museums and cultural heritage envi-
ronments/museums on 1 July 2022. Our search strategy required the words “avatar” or
“digital human avatar” and “museum” or “cultural heritage” to be present in the paper.

The search terms in the IEEE command search (advanced search with commands) were
((“Abstract”: “museum” OR “Abstract”: “cultural heritage”) AND (“Abstract”: “virtual
human” OR “Abstract”: “virtual guide” OR “Abstract”: “digital human” OR “Abstract”:
“digital guide” OR “Abstract”: “virtual agent” OR “Abstract”: “digital agent” OR “Ab-
stract”: “avatar”)); likewise, the search terms for the ACM were ((“Abstract”: “museum”)
OR (“Abstract”: “cultural heritage”)) AND ((“Abstract”: “virtual human”) OR (“Abstract”:
“digital guide”) OR (“Abstract”: “virtual guide”) OR (“Abstract”: “digital human”) OR
(“Abstract”: “virtual agent”) OR (“Abstract”: “digital agent”) OR (“Abstract”: “avatar”)).
We excluded only the publications that were not relevant to the topic. In these cases,
even though keywords were present in the abstract, the research project presented did not
directly pertain to cultural heritage. We focused on these digital libraries as they offer a
comprehensive and representative picture of the research conducted in the field surveyed.

3. Results

The papers that matched our set of criteria yielded a small number of results, a fact
that relates to the specificity of the topic, as well as the rather strict exclusion criteria ruling
out a large number of publications. In particular, we reviewed 39 publications from the
initial 61 (47 from the IEEE and 14 from the ACM) as 22 were excluded. Exclusions were
due to lack of direct relevance to the cultural heritage sector.

3.1. Typology of Virtual Agents and Avatars and Trends across Time

Initially, the 39 papers were reviewed in relation to the exact nature and function of
the virtual agents and avatars. The following graph (Figure 1a) provides an overview of
the cases that involved a user’s avatar, a digital human or both.
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Figure 1. (a) Publications referring to user avatars, digital humans or both. (b) Publications referring
to user avatars, digital humans or both, distinguishing between virtual agents and inert DHs (that
are not interactive). (c) Publications referring to user avatars, digital humans or both, foregrounding
uses of social avatars.

More specifically, in the following table (Figure 1b), we distinguished between digital
humans as facilitators or guides (virtual agents), described as ‘mediators’, as opposed to
those who are inert (described as inert DH) in the sense that they do not interact and mostly
function as visual elements (e.g., ‘digital crowd’).

Moreover, we identified instances in which users’ avatars are solitary or interact
socially with those of others, described as social avatars (Figure 1c). The overall picture
that emerges is that as time progresses there is an incremental increase in the presence of
published research on DHs as communicative agents that engage users.

Ten (10) out of thirteen (13) publications in the last four years characteristically refer
to digital agents (mediators), while another one regards both mediator and user avatars.
This shift indicates increased interest and investment in the capabilities such digital agents
can offer. Additionally, in publications before 2014, in addition to the emphasis on users’
avatars, there was considerable focus on the social aspect. Therefore, research focuses on
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ways that users’ avatars may interact with each other, as well as with a mediator (5 out of
15—a third of cases). Moreover, VR experiences in which users’ avatars would come across
inert DHs (in further cases) are examined; thus, there is notable investment in looking into
how populated virtual environments (given that before 2015, all cases were VR-related)
can enhance the user experience through social interaction or co-presence. Second Life-like
environments and the social aspect seem to wane in favour of more apt facilitator DHs
(virtual agents). This is also a shift that relates to the increasing prevalence of mixed reality
in which the embodiment of the user in an avatar is of little relevance, while the importance
of a mediator between exhibits or sites that are physically present and visible increases.
Nevertheless, onsite installations and applications still investigate VR-based solutions
mostly on account of their ability to achieve greater levels of behavioural realism, especially
concerning natural spoken language.

3.2. Uses of VR and MR

As time progresses, mixed reality applications, virtually all of which are augmented
reality with only one instance of augmented virtuality (Trajkova et al. 2020), have become
more and more frequent. This is a natural outcome of the adoption of newer technologies
(namely MR in this case) and the exploration of its potential. However, this is not to say
that the use of VR recedes, as the number of such cases remains rather stable; nevertheless,
MR applications have claimed a considerable percentage since 2015. VR and MR have
their own distinct strengths and weaknesses; therefore, they are employed depending
on priorities and contexts. One main difference, for example, between MR apps and VR
installations is that the former offer flexibility as visitors can use their hand-held devices
and combine actual objects/imagery with virtual ones. VR installations can offer immersive,
interactive experiences, e.g., communication with digital humans that can approximate
natural language, taking advantage of the greater processing power the hardware of fixed
installations can have. Therefore, there is a balancing act between the capabilities mixed
reality unlocks and its limitations as a technology that mostly functions on users’ own
portable devices, and that cannot match onsite VR installations that offer superior levels of
behavioural realism embedded in the DHs that function as guides, etc. Both VR and MR
offer characteristics and capabilities that are valuable, and, as described in the conclusions
section, there is scope for trying to combine their strengths in future research.

Current research (Li et al., 2022) in VR-based user avatars is often orientated toward
novel technological possibilities such as the Brain–Computer Interface (BCI). Moreover,
recent VR-based solutions often have a specific area of interest, for example, how to
optimise the parameters regarding a dancer’s avatar to educate users on traditional dance
movements (Kico et al., 2020 [7]; Stergiou and Vosinakis, 2022 [8]). Such VR-related
research typically takes place in an experimental setting in a lab, while recent publications
regarding MR are often actively used in museum settings, with actual visitors, as opposed
to experiment participants (e.g., Trajkova et al., 2020 [9], Teixeira et al., 2021 [10]).

MR applications are even more prevalent in publications that present case studies of
avatar/digital human use in visitable venues such as museums (e.g., Breuss-Schneeweis,
2016 [11]), as opposed to research conducted in labs. While this underlines the shift toward
MR in the cultural sector, it also must be noted that very often, museums/CH sites try to
combine the best of both worlds, by offering onsite MR experiences, and VR applications
for remote users (e.g., Geigel et al., 2020 [12]) or allowing users to choose between VR and
MR onsite (Trajkova et al., 2020 [9]).

Furthermore, recent publications (e.g., Rivera-Gutierrez et al., 2014 [13]; Sylaiou et al.,
2020 [14]; Stylianidis et al., 2022 [15]) that investigate the ability of virtual agents who
present exhibits to users in VR settings (e.g., museum guides or companions) to engage
visitors do so in experiments. This allows for more focused research on a set of variables
(avatars’ clothing, appearance and, most importantly, modes of address, i.e., the style and
register of verbal communications with users; these can range from impersonal, authorita-
tive, and almost didactic to informal and convivial, resembling a peer-to-peer interaction).
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Moreover, the effectiveness of agents that undertake the presentation of exhibits to users
has been tested in experiments in which human-like, realistic digital agents have been
used in comparison with robot-like (Rzayev et al. 2019a [16] and 2019b [17]), skeletal or
simplistic dummy doll-like DHs (Stergiou and Vosinakis, 2022 [8]) to gauge their respective
impact on visitors.

The persisting occurrence of research on VR applications, as something that must be
connected to a more controlled environment, offers experiments that, in an MR setting,
would have to counterbalance distractions and the complexity of stimuli when the virtual
and actual worlds are combined. Moreover, such VR-based experiments also foreground
the increasing investment in virtual humans as mediators of cultural content, given the
effort put into testing which digital agent configurations and profiles are more effective
in terms of audience engagement. While research in VR environments provides a more
amenable context to generate new knowledge in the field, the insights gained may easily
be applied in MR applications in actual museum settings or CH sites (Figure 2).
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3.3. Uses of Digital Humans Onsite and Online

The clearest trend that transpires from this review’s findings is the prevalence of
onsite uses of DHs (both users’ own and digital agents) in recent years, as opposed to
online applications. This underlines a turn toward including emerging technologies in the
quest to amplify the impact of an actual visit to a museum or site and engage audiences.
Moreover, state-of-the-art MR or VR-based onsite installations can function as informative
and fascinating instances of optimal uses of technology that may be regarded (especially in
technology-related museums) as exhibits in their own right (Figure 3).
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We identified the instances of published research in which DHs play a mediating role,
as opposed to cases in which users’ avatars only interact with exhibits, or in whichnon-
communicative avatars populate a virtual environment for illustrative purposes. The
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publications that refer to virtual agents that facilitate users comprise 23 of a total of 39.
Furthermore, we established that amongst the 23 cases in which DHs play the role of
mediator (e.g., presenting artwork), the prevalence of onsite uses of avatars, as opposed to
online, is considerably higher than in the total of 39. Figure 4 illustrates this point:

Appl. Sci. 2022, 12, x FOR PEER REVIEW 7 of 20 
 

We identified the instances of published research in which DHs play a mediating 

role, as opposed to cases in which users’ avatars only interact with exhibits, or in which-

non-communicative avatars populate a virtual environment for illustrative purposes. 

The publications that refer to virtual agents that facilitate users comprise 23 of a total of 

39. Furthermore, we established that amongst the 23 cases in which DHs play the role of 

mediator (e.g., presenting artwork), the prevalence of onsite uses of avatars, as opposed 

to online, is considerably higher than in the total of 39. Figure 4 illustrates this point: 

 

Figure 4. Digital humans and users’ avatars online and onsite, in publications presenting uses of 

DHs as mediators of cultural content (virtual agents).  

One of the reasons for this clear trend relates to the fact that behavioural realism 

may be better supported onsite. This relates to the fact that onsite installations can ac-

commodate the hardware and sensors needed to achieve behavioural realism, which 

demands significant computing power and resources, well beyond the existing capacity 

of portable devices. Moreover, cultural institutions may feel inclined to reciprocate the 

manifested interest of visitors who are physically present for their exhibits, by offering 

the best available means to facilitate their engagement. 

Figure 5a,b provide an overview of the percentage, respectively, of VR- and MR-

related publications, and the sites of their employment, i.e., types of museums/sites. 

  

(a)                                  (b) 

Figure 5. (a) Publications regarding VR and/or AR (b) Publications on VR and AR applications ac-

cording to type of museums/sites. 

The data in the two tables above are plotted in the figure below (Figure 6) to illus-

trate the occurrence of VR-based DH uses and MR uses in accordance with the respec-

tive site of employment, i.e., virtual museums or actual museums and CH sites. It must 

be noted that practically half of actual museums employ MR applications, while CH 

sites gravitate toward VR or mixed VR and MR solutions.  

Figure 4. Digital humans and users’ avatars online and onsite, in publications presenting uses of
DHs as mediators of cultural content (virtual agents).

One of the reasons for this clear trend relates to the fact that behavioural realism may be
better supported onsite. This relates to the fact that onsite installations can accommodate the
hardware and sensors needed to achieve behavioural realism, which demands significant
computing power and resources, well beyond the existing capacity of portable devices.
Moreover, cultural institutions may feel inclined to reciprocate the manifested interest of
visitors who are physically present for their exhibits, by offering the best available means
to facilitate their engagement.

Figure 5a,b provide an overview of the percentage, respectively, of VR- and MR-related
publications, and the sites of their employment, i.e., types of museums/sites.
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Figure 5. (a) Publications regarding VR and/or AR (b) Publications on VR and AR applications
according to type of museums/sites.

The data in the two tables above are plotted in the figure below (Figure 6) to illustrate
the occurrence of VR-based DH uses and MR uses in accordance with the respective site
of employment, i.e., virtual museums or actual museums and CH sites. It must be noted
that practically half of actual museums employ MR applications, while CH sites gravitate
toward VR or mixed VR and MR solutions.



Appl. Sci. 2022, 12, 9913 8 of 21Appl. Sci. 2022, 12, x FOR PEER REVIEW 8 of 20 
 

 

Figure 6. Occurrence of VR-based DH uses, and MR uses according to museum/site type. 

The main finding here is that actual museums increasingly invest in MR experienc-

es to engage audiences, given the fact that cases of MR-based DHs cluster toward the 

second half of the 2010s (2016 to 2021) and that research on VR-based DHs is spread ra-

ther evenly over the past 12 years (2008–2021)—one case in both 2008 and 2011, two cas-

es in 2014, one case in 2017 and one case in 2021. Figure 7 illustrates the distribution of 

VR/MR occurrences in actual museums across time and shows the increasing prevalence 

of MR applications in them, something that indicates the potential of such technology to 

foster visitors’ experience when they are physically present and interacting with their 

exhibits.  

 

Figure 7. VR; VR and AR; and AR applications that use DHs in actual museums. 

This paper expands on, as well as draws upon, another article [6] by the same au-

thors that presents the first results of a survey on the use of virtual humans in museums 

and places of cultural interest. The main difference between the two publications is that 

the preliminary one focused exclusively on the characteristics and trends of DH uses in 

the cultural domain as facilitators, guides and generally mediating agents between cul-

tural content and visitors. The present survey includes all types of DHs, practically 

shedding light on users’ avatars as well. Therefore, we will refer to examples and con-

clusions of the early survey. At this point, we clarify that the present paper presents 

publications from the IEEE and ACM digital libraries as they offer a representative 

cross-section of the research that pertains to the topic, as the scope of this article is 

broader. Nevertheless, we will refer to examples discussed from other sources as well as 

those presented in [1]. 

In a nutshell, the main findings lead to the conclusion that research gravitates to-

ward digital agents that foster users’ engagement and, as time progresses, less so toward 

users’ avatars. Figure 8 below illustrates the increasing percentage of research on agents 

as mediators of cultural content (blue bars) concerning user avatar-specific publications 
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The main finding here is that actual museums increasingly invest in MR experiences
to engage audiences, given the fact that cases of MR-based DHs cluster toward the second
half of the 2010s (2016 to 2021) and that research on VR-based DHs is spread rather evenly
over the past 12 years (2008–2021)—one case in both 2008 and 2011, two cases in 2014,
one case in 2017 and one case in 2021. Figure 7 illustrates the distribution of VR/MR
occurrences in actual museums across time and shows the increasing prevalence of MR
applications in them, something that indicates the potential of such technology to foster
visitors’ experience when they are physically present and interacting with their exhibits.
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Figure 7. VR; VR and AR; and AR applications that use DHs in actual museums.

This paper expands on, as well as draws upon, another article [6] by the same authors
that presents the first results of a survey on the use of virtual humans in museums and
places of cultural interest. The main difference between the two publications is that the
preliminary one focused exclusively on the characteristics and trends of DH uses in the
cultural domain as facilitators, guides and generally mediating agents between cultural
content and visitors. The present survey includes all types of DHs, practically shedding
light on users’ avatars as well. Therefore, we will refer to examples and conclusions of the
early survey. At this point, we clarify that the present paper presents publications from the
IEEE and ACM digital libraries as they offer a representative cross-section of the research
that pertains to the topic, as the scope of this article is broader. Nevertheless, we will refer
to examples discussed from other sources as well as those presented in [1].

In a nutshell, the main findings lead to the conclusion that research gravitates toward
digital agents that foster users’ engagement and, as time progresses, less so toward users’
avatars. Figure 8 below illustrates the increasing percentage of research on agents as
mediators of cultural content (blue bars) concerning user avatar-specific publications
(yellow bars) and distinguishes the cases in which both user avatars and DHs (mixed cases)
have been investigated (green bars); interestingly, before 2014, mixed approaches were as
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numerous as those related to DH avatars only. This is in stark contrast to the picture from
2015 onwards in which, apart from one mixed case in 2021, there is an exclusive focus on
avatars as mediators. This fact, on top of the overwhelming percentage of publications
addressing DHs from 2019 onwards (11 out of 13) shows the shift in researchers’ interest
toward the direction of investigating ways to improve digital agents as means to foster
users’ experience.

While the interest in users’ avatars recedes as a percentage, it is almost stable in
absolute numbers, and the increasing volume of total publications appears to correlate to
the respective increase in DHs (agents), which seem to account for most of the additional
number of papers that have been published in the last decade. The new technological
breakthroughs provide opportunities to tap into the potential of digital guides or facilitators,
given the increased complexity of such functions in comparison to digital embodiments of
users who browse media, e.g., a virtual gallery, which do not require the development of
elaborate behavioural or visual realism even in instances of social user avatars in which
they cluster and interact often in the presence of a mediator/digital guide avatar (three out
of five cases as shown in Figure 1).
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mediator.

In the table below (Tables 1 and 2), we show the source of the data set on which the
previous tables/figures are based. We followed a different approach in gathering the data
in as concise a manner as possible, presenting them in a single table. Therefore, we avoided
including mixed cases (e.g., publications on a research project that includes both VR and
MR) as a separate column and marked such instances in both columns concerned (in the
above example, both VR and MR, as opposed to including a further column, namely ‘VR
and MR’ as we did in the rest of the tables with colour-coded bars). The same principle is
applied throughout the table (online/onsite) and regarding the types of DHs (social avatars
are marked as such, as are ‘inert DHs’, within the columns under user avatar and DH,
respectively). Lastly, the far-right column presents instances of research held in controlled
environments (referred to as ‘Labs’) in which human subjects are experiment participants,
as opposed to ‘Museums/CH sites’ in which the people involved are visitors, and therefore,
the locus of the research is a visitable environment.
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Table 1. Basic technology types (VR/AR), location (onsite or online), types of avatars, type of
employment environment and, lastly, site of experiment, research or application of project described
in the publication.

Publication VR AR On-
Line

On-
Site

Avatar
of User

Digital
Human

Virtual
Museum CH Site Actual

Museum

Lab or
Museum/CH

Site

1 Kim, Y. et al.
(2001) [18] X X X X Inert X Lab

2 Chen, J. X. et al.
(2003) [19] X X X Social X X Lab

3
Tavares T. A.
et al.
(2004) [20]

X X X Social X X Lab

4
Sari R. F. and
Muliawan
(2007) [21]

X X X X Lab

5
Schulman D.
et al.
(2008) [22]

X X X X M/CHs

6
Xinyu D. and J.
Pin J.
(2008) [23]

X X X X Lab

7 Pan Z. et al.
(2009) [24] X X X X M/CHs

8 Mu B. et al.
(2009) [25] X X X X Social X Lab

9
Nimnual B.
et al.
(2010) [26]

X X X X Lab

10
Dantas R. R.
et al.
(2010) [27]

X X X X Lab

11 Pan Z. et al.
(2011) [28] X X X X M/CHs

12 Oliver I. et al.
(2012) [29] X X X Social X Lab

13
Hill V. and
Mystakidis S.
(2012) [30]

X X X Social X X M/CHs

14
Kyriakou P. &
Hermon S.
(2013) [31]

X X X X X Lab

15 Dawson T. et al.
(2013) [32] X X X X X Inert X X M/CHs

16
Tsoumanis G.
et al.
(2014) [33]

X X X X M/CHs

17
Aguirrezabal,
P. et al.
(2014) [34]

X X X X X Lab

18

Rivera-
Gutierrez D.
et al.
(2014) [13]

X X X X Museum
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Table 1. Cont.

Publication VR AR On-
Line

On-
Site

Avatar
of User

Digital
Human

Virtual
Museum CH Site Actual

Museum

Lab or
Museum/CH

Site

19 Moreno I. et al.
(2015) [35] X X X X X M/CHs

20 Cafaro A.
(2016) [36] X X X X Lab

21
Breuss-
Schneeweis, P.
(2016) [11]

X X X X M/CHs

22 Ghani I. et al.
(2016) [37] X X X Inert X X Lab

23 Bruno F. et al.
(2017) [38] X X X X X M/CHs

24
Linssen, J., &
Theune, M.
(2017) [39]

X X X X Lab

25 Roth D. et al.
(2018) [40] X X X Social X Lab

26 Sorce, S.
(2018) [41] X X X X Lab

27 Rzayev, R. et al.
(2019a) [16] X X X X Lab

28 Rzayev, R. et al.
(2019b) [17] X X X X Lab

29 Ali G. et al.
(2019) [42] X X X X Lab

30 Geigel J. et al.
(2020) [12] X X X X X X X M/CHs

31 Sylaiou S. et al.
(2020) [14] X X X X Lab

32 Trajkova M.
et al. (2020) [9] X X X X M/CHs

33 Kico I. et al.
(2020) [7] X X X X X Lab

34 Teixeira N.
(2021) [10] X X X X M/CHs

35 Ye Z. -M. et al.
(2021) [43] X X X X X Lab

36 Ko J. -K. et al.
(2021) [44] X X X X M/CHs

37 Bönsch A. et al.
(2021) [45] X X X X Lab

38 Li P. et al.
(2022) [46] X X X X Lab

39
Stergiou M. &
Vosinakis S.
(2022) [8]

X X X Lab



Appl. Sci. 2022, 12, 9913 12 of 21

Table 2. We describe, in brief, two main aspects of the research project re-viewed: (1) interface, device
and type of technology; (2) description of use and interaction type. The Acronym VE stands for
‘virtual environment’ and DH for digital human.

Publication Interface Device
and Type of Technology

Description of Use and Interaction
Type

1 Kim Y. et al. (2001) [18] VR Stereo glasses, large screen/cave User interacts with content; inert DH

2 Chen J.X. et al. (2003) [19] VR, PC screen, 3D VE Multi-user learning VE

3 Tavares T.A. et al. (2004) [20] VR, PC screen, 3D VE Multi-user learning VE, virtual guide

4 Sari R.F. and Muliawan (2007) [21] VR, PC screen, 3D VE User interacts with content

5 Schulman D. et al. (2008) [22] VR, large screen, onsite installation User interacts with virtual guide

6 Xinyu D. and Pin J. (2008) [23] VR, PC screen, 3D VE Crowd user avatar; no interaction

7 Pan Z. et al. (2009) [24] VR, PC screen, 3D VE User interacts with content

8 Mu B. et al. (2009) [25] VR, PC screen, 3D VE User avatars’ gestural interaction

9 Nimnual B. et al. (2010) [26] VR, PC screen, 3D VE User interacts with content

10 Dantas R. R. et al. (2010) [27] VR museum, PC screen DH agent guides users

11 Pan Z. et al. (2011) [28] VR, multi-screen projection, VE Gesture interactions with system
and DH

12 Oliver I. et al. (2012) [29] VR, PC screen, 3D VE Multi-user learning VE

13 Hill V. and Mystakidis S. (2012) [30] VR, PC screen, 3D VE DH agent provides information

14 Kyriakou P. & Hermon S. (2013) [31] VR, PC screen, 3D VE User interacts with content

15 Dawson T. et al. (2013) [32] VR, multiple screens, 3D VE Non-interactive VHs (illustrative)

16 Tsoumanis G. et al. (2014) [33] VR, PC or projection screen, 3D VE User interacts with content

17 Aguirrezabal, P. et al. (2014) [34] VR, PC or projection screen, 3D VE User interacts with content

18 Rivera-Gutierrez D. et al. (2014) [13] VR, large screen, onsite installation DH agent provides information
to users

19 Moreno I. et al. (2015) [35] VR/AR headset, Kinect sensor User interacts with content

20 Cafaro A. (2016) [36] Tablet, large screen, VE User responds to DH questions

21 Breuss-Schneeweis, P. (2016) [11] AR app, smartphone Visitors prompt VH narrations

22 Ghani I. et al. (2016) [37] VR headset, 3D VE User interacts with content

23 Bruno F. et al. (2017) [38] VR headset/controller and tablet User interacts with content

24 Linssen, J., & Theune, M. (2017) [39] Screen held by actual robot User interacts with VH on screen

25 Roth D. et al. (2018) [40] VR headset, Immersive 3D V Env. User interacts with content

26 Sorce, S. (2018) [41] Projection on screen, sensors User interacts with content

27 Rzayev, R. et al. (2019a) [16] VR headset, Immersive 3D V Env. DH provides information

28 Rzayev, R. et al. (2019b) [17] AR headset DH provides information

29 Ali G. et al. (2019) [42] AR headset User interacts with content

30 Geigel J. et al. (2020) [12] AR headset/mobile, VR headset/PC Users prompt VH narrations

31 Sylaiou S. et al. (2020) [14] VR headset, Immersive 3D V Env. Users prompt VH narrations

32 Trajkova M. et al. (2020) [9] Large screen, PC, sensors, camera Users interact with content,
gesture cmnd.

33 Kico I. et al. (2020) [7] VR headset, 3D VE Users watch and mimic DH

34 Teixeira N. (2021) [10] AR app., portable device. Users interact with content, DH

35 Ye Z. -M. et al. (2021) [43] VR headset, 3D VE Users interact with content, DH
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Table 2. Cont.

Publication Interface Device
and Type of Technology

Description of Use and Interaction
Type

36 Ko J. -K. et al. (2021) [44] Large screen, PC, sensors, camera Users interact with content, DH

37 Bönsch A. et al. (2021) [45] VR HMD, 3D VE, sensors Users interact with content, DH

38 Li P. et al. (2022) [46] BCI equipment/sensors, PC screen Users interact with content

39 Stergiou M. & Vosinakis S. (2022) [8] VR headset, 3D VE Users watch and mimic DH

4. Discussion

The findings suggest that researchers’ interest shifts from users’ avatars to digital
humans used as mediators of cultural content (e.g., virtual guides), as the data presented
in Figure 8 illustrate. In the last five years (2018 to 2022) only four out of a total of fifteen
publications exclusively focused on users’ avatars as the interest shifted toward the potential
of digital agents. Moreover, these four instances of research on user avatars investigate
very specific aspects or uses of avatars, e.g., testing new technologies such as the Brain–
Computer Interface or addressing users with special needs. Therefore, recent research on
users’ avatars has examined very specific applications rather than the potential of using
avatars, such as in contradistinction, to research digital humans, in which researchers
appear to invest in promoting engagement with CH. More specifically, [40] examines the
effect of non-realistic representations of humans in a social setting, [41] investigates the
ability of avatars to foster the interest of users with autism, [46] presents research on
directing an avatar through the Brain–Computer Interface, and [9], in an onsite installation,
projects users’ avatars as an on-screen digital human. Recent publications, e.g., in 2018, that
focus on user avatars either in a social setting [40] or not [41] include minimal visual and
(in the case of social avatars) interaction or communication functionalities. In fact, users’
avatars in [40] are rendered as pillars slightly larger than their actual body size, with no
anatomic detail whatsoever. They based their minimalist approach on existing research
that showed no significant contribution of visual realism in the sense of social presence,
and embarked on investigating specific parameters such as the visualization of points of
mutual interest on exhibits, captured by eye tracking sensors, as well as of eye contact
amongst them. In particular, they quote [47], who did not find significant differences
between low- and high-fidelity avatars, as well as [48], who found that users tend to have
higher acceptance of avatars as realistic as their own bodies, but this does not affect their
social presence perception.

Interestingly Roth et al. [40] did not find any significant changes in learning or the
enjoyment of the experience, or, put otherwise, in overall engagement, apart from the fact
that the visualization of points of interest attracted users’ gaze (mutually visible bright
spots hovering before the exhibit seen by all participants in the experiment) and increased
curiosity about these specific parts of the artefact. Moreover, even though the sense of
co-presence was amplified by the pillar-like avatar visualisations, this did not translate into
tangible benefits in terms of engagement with the exhibition. Lastly, even the innovative
visualization of mutual gaze (eye contact amongst users) with floating, coloured shapes,
despite being assumed to be a positive manifestation of social behaviour, added little to
the interaction with the exhibits (see Figure 9a–c). This shows that users’ own avatars
may generate a sense of co-presence, but neither behavioural nor visual realism adds
significantly to the ways visitors relate to cultural content.
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Figure 9. (a) Visualization of mutual gaze (eye contact amongst users) with floating, coloured shapes
(pink bubbles); (b) Visualization of points of interest that attract users’ gaze and (c) Combination of
the above from (Roth at al., 2018 [40]).

This comes in contradistinction to the important effect that digital human guides or
other avatars have on users’ perceptions of exhibitions and CH sites. Finally, Sorce et al. [41],
who did investigate the engaging potential of interacting (in fact, directing) one’s own
avatar in a VM environment, did so in an experiment on users who have some form
of autism. They did find a positive correlation between engagement with exhibits and
users’ projection of themselves onto an avatar that views artwork, but this is evidently
case-specific research that does not produce a safe conclusion about the balance between
user avatars and virtual agents as factors that foster a VM experience. Moreover, in a
similar vein, the authors of [46] investigate the potential of directing a VR-based user avatar
through the novel technological possibility of the Brain–Computer Interface (BCI) in a
controlled environment. In the fourth case of research on user avatars [9] in the last five
years, the user avatar appears and functions as a digital agent appearing on a large screen,
facing the user and other visitors, and interacting with informational content.

In this instance, within an onsite installation, in an actual museum setting, visitors’
own avatars can be visualised in different ways: skeletal, robot-like, as well as realistically
through an augmented virtuality application that projected their image through video in
real-time. In effect, users were extrapolated onto a large screen, in essence, watching them-
selves on screen, unpacking knowledge by interacting with the exhibits. This resembles
watching a digital human providing access to the information upon users’ demand, as it
transposes the user as an entity that literally stands opposite to them. Another element
this example brings to the fore is the frequently observed cases of mixed approaches in
which users may choose between different visualizations or modes. This trend is also seen
in cultural institutions that employ both VR and MR applications for the same cultural
content (e.g., Geigel et al., 2020 [12]) as well as diversified modalities users can choose from
within the same setting.

There is a significant turn toward examining the potential of digital humans to com-
municate with and engage the viewer, as the following instances illustrate. The fact that
one’s own virtual appearance or behavioural features have far less significance in affect-
ing meaning-making and learning in museums and CH sites [40], in comparison to the
respective characteristics of digital guides, comes as no surprise. This is not drastically
different from a real-world situation in a museum or gallery, in which the attitude, per-
ceived professionalism, mode of address and looks of the person mediating the exhibition
are far more important to us than our appearance and the behavioural modalities that we
employ. Therefore, pertinent research puts emphasis on the qualitative characteristics of
virtual agents that attempt to engage the viewer. At this point, two examples are offered



Appl. Sci. 2022, 12, 9913 15 of 21

to draw attention to the cutting-edge technology incorporated into such digital agents, as
well as the emphasis put on the behavioural realism they feature as they engage in life-like
conversations with people.

As explained in [6] in 2005, Kopp, Gesellensetter, Krämer and Wachsmuth [49] intro-
duced an embodied conversational agent, Max, as a museum guide in a real-world setting,
in a computer museum in Paderborn, Germany. Max was the size of a real human and
appeared on a screen, face-to-face with museum visitors. Their research addressed issues
on how conversational behaviour is achieved and evaluated users’ acceptance and engage-
ment. In a similar vein, Swartout et al. [50] present the results of the InterFaces project
that was implemented by the USC Institute for Creative Technologies and the Museum
of Science, Boston, concerning the use of two ‘life-sized, photorealistic’ virtual museum
guides, Ada and Grace. The visitors can ask questions and interact with the virtual humans
with the help of museum staff members in their natural language.

A large category comprises the application of agents in museum spaces onsite, in
which with the use of portable devices, users prompt agents’ narrations by means of, e.g.,
scanning a target, or by choosing a topic by tapping on the screen. In these cases, responses
are predetermined and limited to the number of topics/items of interest. Narrations may
nevertheless come in the form of answers to verbal questions, as is the case with the
application of ‘Ada and Grace’ [50] and Max [49]; these involve elaborate mechanisms
of processing input in the form of questions and provision of the most apposite answer
verbally from a large pool of possible replies, establishing the most appropriate response in
each case. This even includes off-topic questions that are addressed as such, with generic
replies maintaining a natural communication protocol.

These instances, especially when paired with increased photorealism in agents’ de-
pictions, foster engagement, given that the reviewed instances address school students.
These virtual interlocutors that appear on static screens in fixed installations are akin to an
information kiosk that is somewhat detached from the flow of the exhibition halls and their
path-related design for learning.

It is notable that the above applications [49,50] and that presented in Rivera-
Gutierrez et al. [13] are 3D VR installations belonging to technology and science museums.
To an extent, they are expositions of advanced technology in themselves, and therefore
both enhance the interest in technology and foreground the institutions’ pertinence with
advancements in ICT and science in general.

Recent research on proactive virtual agents shows that we are already at the point
at which virtual humans do not only respond to commands by providing information
but take the initiative to address the users first (see Figures 10 and 11). They are able to
detect human presence and, moreover, distinguish specific characteristics of visitors such
as the colour of their clothing; they can even assume users’ emotional state by decoding
their movement or body posture [51], or their gaze direction and the time span of their
attention towards the exhibit presented by the DH [45]. Respectively, they adopt voice
tonalities, body language and an expression/gaze that enhance their effect. The following
images from Ko et al. [44] show an onsite installation in which a life-size on-screen agent
representing a famous Korean admiral addresses a visitor, attracting their attention by
inviting them to play a game before offering historic information and responding to queries
through users’ interactive navigation (see Figure 10).

The case study presented by Bönsch et al. [45] discusses the effect on users (partic-
ipants in an experiment) depending on the mode of address; two modes are tested: a
so-called virtual guide who acted in a more predictable and professional manner, and
a virtual companion who at times became more convivial. Judging from users’ relative
positions and gaze, the DH interjected at times, trying to ensure she still had their attention
when participants seemed to lose interest and their gaze wandered away from the exhibit
presented to them. Interestingly, findings suggest that when the DH became too casual in
her address, this caused some inconvenience instead of appreciation of the naturalness of
the behaviour, even though the participants could justify every comment she made.
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Sylaiou et al. [14] offer insights on the correlation between a virtual agent’s appearance,
its assumed professionalism, and its mode of address/register of the spoken language,
in an experiment involving three types of virtual guides presenting a Roman statue and,
in fact, the narrative that underpins the historical scene it depicts. Even though this
instance does not include mutual conversation, it is indicative of the variables that condition
users’ acceptance of agents and, in turn, the effect on their experience. The naturalness of
conversation, and the incorporation of the mutual recognition of emotional state judged
by visual clues, appears to be a way forward; however, as instances of this demand in
hardware and software ventures are exceptionally high, even nowadays, such examples
were to be found initially in technology museums, doubling as exhibits.

It is difficult to separate the naturalness of interaction and the discomfort of entering
the uncanny valley as a visitor by encountering a less-than-predictable agent, especially one
with no clearly defined role. Likewise, little separates the presence of a highly advanced
virtual agent, who engages in conversation about exhibits, from an exhibit of technological
prowess on the institution’s part that, as shown in the last analysis, may distract from the
exhibition when deployed, e.g., in an art museum.

While these balances need to be kept, the potential for the innovative inclusion of
behavioural realism is so great that more research needs to be conducted in the direction
of not only honing existing methodologies and approaches, but also expanding such
advancements in the field of MR, and even hand-held device applications. This relates to
the fact that such applications, as they were shown to offer a balance between immersion
and retaining contact with the actuality of spaces and artefacts that in the last analysis,
should be the epicentre of attention. Augmented reality offers the means to maintain
contact with the physical exhibits throughout museum/cultural heritage site spaces, thus
weaving itself into the flow of a visit. However, the behavioural realism of digital humans
is a demanding task in terms of the processing power needed and is not present in any
of the surveyed applications that are designed for hand-held devices. Nevertheless, there
is scope for future research to investigate ways to combine the merits of using portable
devices, and especially MR applications, while experiencing natural interaction with a
digital human.
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Figure 11. Virtual character interaction with passing people in a tunnel. Sensors are located above
the people and allow interaction. Virtual Ada thanks the people for their visit to the exhibition and
wishes them a good journey back (MIRALab) (© 2015 Uni. Geneva/MIRALab) [51].

Mixed methodological approaches are evident in the tables and seem to be adopted to
diversify the services offered, as well as to combine the optimal aspects of each technology.
For example, Geigel et al. [12] present an approach based on both VR and AR, online
and onsite at a museum, respectively. A 3D digital human agent provides narrations
on pre-determined topics that users choose with the help of VR and AR, for interactive
storytelling experiences at a museum or through a browser, remotely. See Figure 12 below.
Prompting narrations is a widespread approach, especially in the use of AR digital guides.
A characteristic example is described by Breuss-Schneeweis [11], in which a digital human
agent in the form of an ancient Celt explains the exhibits when smartphone app users scan
specific targets at the Salzburg Museum of Celtic Heritage. While in these instances users
prompt VH narrations by choosing topics, there is no possibility for direct communication
given the resources such functionality would require, especially considering the limitations
hand-held devices pose in terms of processing power. Users may provide non-verbal
input to DHs so that they can provide the most apposite narration or information in
different ways, apart from gesture commands or choosing options from a menu; in Rivera-
Gutierrez et al. [13], virtual humans as medical doctors provide lessons on a series of health
issues interactively within an installation at a Science Museum that provides advice to
visitors on issues such as weight loss. In this paper, the surveyed research appears to
investigate the potential uses of differing approaches methodologies and technologies.
As outlined in the following Conclusions section, there is scope for future research to
aim at combining the strengths of existing (and often diverging) approaches. Regarding
applications that can highlight the merits of MR, hand-held devices with the capabilities
of onsite installations that support DHs that communicate with users in their natural
language are an example of technological and methodological convergencies that could
foster cultural experiences in the near future.
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Figure 12. (a) Visitor interacts with DH with the use of HMD in an AR application, (b) use of portable
device (AR application) and (c) VR application for remote users.

5. Conclusions

The characteristics of both user avatars and three-dimensional animated agents de-
pend on their intended use, function, and role. While users’ avatars were more intensely
investigated until the mid-2010s, and especially in relation to multi-user learning environ-
ments, the focus has shifted to the potential of DHs to engage audiences. With regard to
agents, appearances do matter with regard to their effectiveness to an extent. As Yee and
J. Bailenson explain, users who engage in self-disclosure tasks tend to be more intimate
when addressing a more attractive virtual agent [52]. This is an indication that the use of or
engagement with avatars or virtual humans follows similar patterns to social exchanges in
real life. Behavioural realism, however, appears to be the most critical factor in the quest
to foster visitors’ cultural experience. Virtual agents’ ability to sense, decode and respond
to human gestures, body language and patterns of movements, and to reciprocate with
verbal communications and facial expressions in accordance with the situation, is already
embedded in experimental systems [44,45]. While reciprocal, natural conversation capacity
for agents has been developed and employed, it so happens that this typically takes place
in science museums. This underlines the fact that such technologies are seen both as a
fulcrum to engage audiences and as an exhibit of state-of-the-art technology.

In several cases, users prompt DHs’ narrations and the elicitation of information by
choosing an effect from a given menu through different means of interaction such as gesture
commands or by scanning tags. Useful as this may be, incorporating the capacity to under-
stand verbal or even written questions about exhibits by visitors would also have the added
benefit of, e.g., archeological museums gaining insights into audiences’ actual interests,
queries and thoughts about their collection items. Even if it is still a tall order to present
systems that are able to maintain a natural conversation, reciprocity in verbal/written
exchanges is something that would greatly enhance mutual communication. The main
point that this review foregrounds is that multimodal and multi-digital solutions combine
the strengths of AR versatility and discreet presence with the interactivity capacities of VR
installations. While more advanced functionalities naturally occur in digital technology
museums where the use of virtual humans not only provides a mediating agent between
audiences and exhibitions, it may serve the entire cultural heritage sector to undertake and
adapt such capacities to foster visitors by providing meaningful connections with cultural
treasures in exhilarating and informative ways that may acknowledge the specificity and
demands of the user.
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