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Abstract

:

Facing the massive tourism data, the recommendation system mines the user’s interest to provide a personalized information service. The Knowledge Graph is introduced into a recommendation system, as auxiliary information can effectively solve the problems about data sparse and cold-start. Therefore, this paper proposes a new algorithm of personalized Chinese tourism recommendation based on the Knowledge Graph. First of all, because lack of the public Chinese tourism Knowledge Graph, a complete Chinese tourism Knowledge Graph is built. Secondly, a new B-TransD (Bernoulli-TransD) knowledge representation model is proposed to reduce the probability of false negative triples. Finally, the method of user interest model based on the attribute information of users and tourist attractions is proposed to improve the performance of the recommendation system. Experiments are conducted on a data set containing 9100 tourist attractions. The experimental results demonstrate that the proposed algorithm achieves significant improvement over the existing algorithms.
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1. Introduction


According to the problems of data sparsity and cold start in the recommendation system, relevant information is introduced to complete missing information in the traditional method, which mainly includes user attribute, item attribute, user social network, context and so on [1,2,3,4]. User-based recommendation algorithm and collaborative filtering algorithm build user’s interest model according to user’s behavior information. Although the above algorithms have low dependence on expert knowledge, the number of users and items in the commercial recommendation system is very large, in addition users have limited access to items, which leads to sparse user behavior information on items and reduce the performance of the algorithm. Knowledge Graph is a structured semantic knowledge base, which contains abundant entity information and the relationship among entities. On the one hand, the semantic information of Knowledge Graph provides auxiliary information to describe the relevant information of users and tourist attractions, to enhance the density of data and improve the accuracy of the recommendation algorithm. On the other hand, the semantic association of Knowledge Graph provides different relation connection, and it uses knowledge reasoning to mine user’s deep interests according to context information, as well as spready mine the different semantic relations of the project, to improve the diversity of recommended results [5]. To sum up, this paper proposes a new algorithm of personalized toursim recommendation based on Knowledge Graph.



The main contributions of this paper are be summarized as follows:




	
In response to the lack of the public Chinese tourism Knowledge Graph, this paper introduces a Knowledge Graph into the tourism field, analyzes knowledge characteristics of tourist attractions, realizes the division of the entities and the relationship among tourist attractions, and constructs a complete Chinese tourism Knowledge Graph.



	
Aiming at the problem of a high error rate in constructing negative triples, this paper introduces Bernoulli sampling strategy and proposes a new knowledge representation model of B-TransD (Bernoulli-TransD) to reduce the probability of false negative triples.



	
Because the traditional recommendation algorithm only relies on the user’s historical behavior, but does not consider the attribute information of users or tourist attractions, this paper proposes a new method of user interest based on the attribute of the tourist attraction, and excavates the user preferences for tourist attraction, building the user interest model to improve the performance of the recommendation system.








The rest of the paper is organized as follows: a related literature survey is summarized in Section 2, the details of the proposed framework and Knowledge Graph are introduced in Section 3, experimental results are presented in Section 4, and the study is concluded in Section 5.




2. Related Work


The Knowledge Graph was proposed by Google in 2012 to enhance the function of the search engine and improve the quality of search results. As a new type of auxiliary information, the Knowledge Graph can effectively solve the problems about the data sparse and cold-start of traditional recommendation systems [6,7]. The main methods of the Knowledge Graph applied in the recommendation system include: a recommendation generation based on ontology, recommendation generation based on open link data, and recommendation method based on knowledge representation learning.



	
The recommendation generation is based on ontology. The advantages of this method are that it combines the user and environment, provides user-centered route planning based on the hierarchical relationship of concepts in ontology, overcomes the shortcomings of standard modeling, and improves the accuracy of recommendation. It can also fine-grain the context of relation, enhance the relevance of data, and provide more fine-grained analysis of the user preferences. However, the disadvantages lie in the high construction cost and needing the participation of experts, the limited number of general large-scale ontologies, needing to update ontology knowledge base, and the complexity of the update process [8].



	
Recommendation generation is based on open link data. The method has the advantages of sufficient data, wide range, strong data association, accurate expression form, logical reasoning ability, and can mine and analyze effective information to improve the recommendation performance. However, the disadvantage is that the quality of the open link data can affect the quality of the recommended results [9,10].



	
The recommendation method is based on knowledge representation learning. The advantages of this method are that users or a tourist attraction is represented as a low-dimensional dense vector and the computational complexity is effectively reduced, as well as the computational efficiency and the recommendation performance being improved. However, it relies on the knowledge representation technology, which has low efficiency in the input module and the perception of a dynamic structure [11,12,13].






To sum up, although the recommendation system fused with the Knowledge Graph has developed rapidly in recent years, it still faces many challenges. The following scientific problems still need to be further explored: (1) accurate modeling of user preferences; (2) how to mine the relevant knowledge to improve the performance of the recommendation. In view of this, this paper designs a Knowledge Graph that integrates the correlation between users and tourist attractions, excavates the users’ preferences for the attribute of a tourist attraction, constructs the user interest model, and proposes a new algorithm for personalized travel recommendation based on a Knowledge Graph to improve the accuracy and diversity of a personalized travel recommendation.



In summary, this paper proposes a new algorithm of a personalized tourism recommendation based on the Knowledge Graph.




3. Methodology


3.1. Tourism Knowledge Graph


In the personalized travel recommendation algorithm based on the Knowledge Graph, the construction of the tourism Knowledge Graph is the foundation. The more complete the knowledge of the Tourism Knowledge Graph, the higher accuracy of recommendation. In this paper, the general construction method of the domain Knowledge Graph is adopted, and knowledge from multiple data sources is fused to construct the tourism Knowledge Graph from top to bottom.



3.1.1. Collecting Tourist Data


At present, there is a lack of public data sets of the Chinese tourism Knowledge Graph, but a large amount of data information about a tourist attraction can be obtained from the Internet. Therefore, this paper uses the Scrapy in python for data crawling. Table 1 is an example of the collected samples, which contains the following information: Geographical location, type, dynasty, ticket price, official website, average rating, opening time, etc.




3.1.2. Building Tourism Knowledge Graph


Ontology is a description of the nature and laws of things, and is an abstract model of the real world established by describing the concepts in the Knowledge Graph. There are generally two ways to build domain ontology: top-down and bottom-up. The top-down construction method first determines the data model of the Knowledge Graph, then fills in the concrete data according to the model, and finally forms the Knowledge Graph. This method is suitable for the industry Knowledge Graph. For an industry, data content and data organization modes are easier to determine [14]. Because the tourism KG involves a large amount of data, and rich information is included between scenic spots and scenic spots, the accuracy and diversity of the travel recommendation system can be improved by building the Graph from top to bottom. The Bottom-up construction method is to collect concrete data in the form of triples, and then refine the data model according to the data content. Because the public domain involves huge amounts of data and includes all aspects of knowledge, the general public domain Knowledge Graph uses this method. The effect is large and complete. In the early stage of construction, it is difficult to set the overall structure of the data, and the data frame model can be formed by summarizing and refining the features according to the content of the data. In summary, this paper adopts a top-down method, and the specific steps are as follows:




	
Defining the entities and related concepts in the field of tourism. The attribute of tourist attractions include location, type, dynasty, ticket price, official website, average score, opening time and so on. Among them, type, score, location will affect the recommendation result. For example (Figure 1), a tourist attraction may belong to different types. Therefore, this paper defines tourist attractions, the type of tourist attractions, the average score of tourist attractions, and the location of tourist attractions as entities.



	
Name entity recognition. Name entity recognition originally uses a rule-based and dictionary-based method. The domain experts make effective rules to identify entities in the text, but this method is time-consuming, labor-intensive, and poorly applicable. Deep learning can automatically learn features that are effective for the target, and can achieve good results without relying on feature engineering and domain knowledge. After experimental comparison, this paper uses Bidirectional long short-term memory network and a conditional random field model (Bi-LSTM+CRF) for entity recognition.



	
Defining entity attributes and value ranges. The attributes of the entity in ontology can be divided into two categories: object attribute and data attribute. Object attribute is used to describe the relationship of objects, and its value domain is an entity object. Data attribute is used to describe the inherent attribute of the entity, and it has transitivity, that is, the data attribute owned by the upper entity and inherited by the lower entity, and the value range is generally String, as shown in Table 2.



	
Creating an example of the ontology. Through steps 1, 2, and 3, complete the construction of the ontology database of tourist attractions, then instantiate the ontology, fill the Knowledge Graph data layer, and complete the construction of the tourism Knowledge Graph.









3.1.3. Construction Method of Graph Based on Neo4j


Neo4j is a non-relational database based on graph storage, which visually displays structured data in graphs. When processing data, the speed is much faster than that of relational databases, and data can be retrieved efficiently [15]. Therefore, this paper uses Neo4j to construct a tourism Knowledge Graph (as shown in Figure 2 and Figure 3). Neo4j contains two basic data types: nodes and edges. Nodes represent entities in the Knowledge Graph, and edges represent the attribute relationships in the Knowledge Graph.





3.2. B-TransD Knowledge Representation Model


Knowledge Representation is a distributed representation method, which uses machine learning for training, takes into account the relationship between objects, transforms the objects into related lowdimensional vectors, and calculates the Euclidean distance or cosine distance between the objects to obtain the semantic similarity. Bordes [13] and others proposed the TransE knowledge representation model, which uses distance to measure the semantic relationship between entities. The closer the entities are in the Knowledge Graph, the closer they are in semantics. The TransE model is simple and can directly establish the semantic relationship between entities. It also maintains good performance in a large-scale Knowledge Graph. However, TransE model [16] can only represent one-to-one relationships, and cannot express one-to-many, many-to-one, and many-to-many complex relationships. In order to solve this problem, many scholars have extended the model, such as TransR [17], TransH [18], and TransD [19].



In the TransD model, r and t are vector representations of the head and tail entity in the entity space,   h r   and   t r   separately represent the vector of the head and tail entity in hyperplane, and   M r   is the mapping Matrix from the entity space to hyperplane r. Their relationship is as follows:


   h r  = h  M r  ,  t r  = t  M r   



(1)







In the relationship space, through constant adjustment, the head entity   h r   is shifted along the relationship vector r to obtain the tail entity vector   t r  , so that    h r  + r   and   t r   are as equal as possible. Euclidean distance is used to measure the distance between vectors. The loss function of TransD model is defined as follows:


   f r   ( h , t )  =   ∥  h r  + r −  t r  ∥  2   



(2)




where    ∥ ∥  2   is the 2norm of the vector. In actual training, all vectors in the model are normalized, so that     ∥ h ∥  2  ≤ 1  ,     ∥ t ∥  2  ≤ 1  ,     ∥ r ∥  2  ≤ 1  ,    ∥ h   M r    ∥  2  ≤ 1  ,    ∥ t   M r    ∥  2  ≤ 1  .



In the Knowledge Graph, the triples based on objective facts are positive triples   ( h , r , t )  . The common sampling method of negative triples is to replace the head or tail entities in the correct triples with other entities at random, and obtain the negative triples   (  h   ′   , r ,  t   ′   )   and the wrong triplet [20,21]. The triples in the Knowledge Graph of tourist attractions are multi-relational triples, and the traditional negative triples sampling method may introduce the wrong entities. For example, there are two triples   ( h , r ,  t 1  )   and   ( h , r ,  t 2  )   in the Knowledge Graph. For the   ( h , r ,  t 1  )   triplet, when   t 1   is randomly replaced by   t 2  , the wrong triple   ( h , r ,  t 2  )   is generated. In fact,   ( h , r ,  t 2  )   is a correct triple, which leads to the wrong negative triple [22,23]. In the Knowledge Graph, the triples based on objective facts are positive triples. The common sampling method of negative triples is to replace the head or tail entities in the correct triples with other entities at random, and obtain the negative triples. For example, given triples (Yao Ming, born in Shanghai), negative examples should be generated by randomly selecting one of the entities of a similar type in Shanghai, such as Beijing, Xi’an, etc. A negative ratio is Yao Ming, born, male. To solve these problems, this paper introduces the Bernoulli sampling strategy and proposes a new knowledge representation model B-TransD (Bernoulli-TransD). In the process of constructing negative triples, two statistics R and N are obtained, the mean value N is the number of tail entities connected by the head entity and the mean value R is the number of head entities connected by the tail entity, so as to calculate Probability P.


  P =  R  R + N    



(3)







When constructing a negative triple, the probability of replacing the head entity is, and the probability of replacing the tail entity is   1 − P  . According to the mapping property of the relationship, the different replacement probability for the head and tail entity is set:




	(1)

	
When the relationship type is one-to-many,   R ≤ 1.5   and   N < 1.5  , more head entities are replaced, and the error probability of marking the positive triples formed by replacing tail entity as negative triples is reduced.




	(2)

	
When the relationship type is many-to-one,   R < 1.5   and   N ≤ 1.5  , more tail entities are replaced and the error probability of marking the positive triples formed by the replacement head entity as negative triples is reduced.




	(3)

	
When the relationship type is many-to-many,   R ≤ 1.5   and   N ≥ 1.5  , consider the number of head entities and tail entities connecting the relationship, and choose the entity with relatively low error rate to replace. In model training, positive and negative triples are effectively separated in the vector space by maximum interval. In this paper, the distance-based sorting error function is used as the optimal objective function for model training.


  L =  ∑  ( h , r , t ) ∈ T    ∑   (  h   ′   ,  r   ′   ,  t   ′   )  ∈  T   ′       [  f r   ( h , t )  + Υ −  f  r   ′     (  h   ′   ,  t   ′   )  ]  +   



(4)








	(4)

	
In the objective function,    [ ]  +   is a hinge loss function, ensuring that each cumulative subterm is not a negative number. T is a set of positive triples in the Knowledge Graph,   T   ′    is a set of negative triples, and   v a r U p s i l o n   is the distance of separating positive and negative triples, generally set   Υ = 1  , the loss of the correct triplet is close to 0, while the loss of the wrong triplet tends to infinity. For the objective function, the stochastic gradient descent algorithm is used to obtain the minimized the loss function and update the model parameters by an iterative solution. The specific training steps are as follows: (1) randomly traversing a positive triplet from the Knowledge Graph, and constructing the corresponding negative triplet; (2) normalizing the entities in the positive and negative triples into the embedding vectors, setting the learning rate   ε = 1   to calculate the gradient direction by learning each sample and updating the parameters of the iterative model; (3) repeating steps (1) and (2) to reach the maximum number of iterations, and obtaining the minimization loss function.


  s i m  (  I i  ,  I j  )  =  1  1 +   ∑  k = 1  n     (  e  k i   −  e  k j   )  2     



(5)




where   s i m (  I i  ,  I j  )   represents the similarity between entity   I i   and entity   I j  , and   e  k i    and   e  k j    are vector representations of entity   I i   and entity   I j  . Second, generating the semantic similarity Matrix of tourist attractions—tourist attractions. Finally, we construct the user interest model based on user behavior data, fuse the user interest model and the user-attraction scoring matrix to calculate the weight of the attraction similarity, obtain the final attraction similarity matrix by combining the weight to predict the score of the user object, and select the high score attractions as a list of recommended attractions to push to the user. Its flow chart is shown in Figure 4.










3.3. Personalized Travel Recommendation Algorithm Based on Knowledge Graph


The traditional recommendation algorithm has the advantages of a simple algorithm, easy to understand and implement, but there are problems of the sparseness of scoring matrix data and cold start. Aiming at the traditional recommendation of algorithms ignoring the text semantic information in similarity calculation, they do not consider or consider less the attributes of users or tourist attractions, and only rely on users’ historical behavior. In this paper, the KG-CF (Knowledge Graph Collaborative Filtering) recommendation algorithm is proposed [24,25,26]. Firstly, the algorithm uses rich semantic information of the Knowledge Graph to alleviate the sparseness of the data, embeds the tourist attractions information into the low-dimensional vector space, and expresses it with a distributed vector to obtain a tourist attractions similarity matrix. Secondly, the algorithm constructs a user interest model and the user-attraction rating matrix. Then, the algorithm combines the similarity weight with the attractions–attraction similarity matrix to calculate, obtains the attraction prediction score, and generates a recommendation list. The specific recommendation steps are as follows (as shown in Figure 3): first, analyze the user’s behavior data, construct the user-attraction scoring matrix, map the attractions in the matrix to the entities in the Knowledge Graph, use the B-TransD model to learn to represent the entities and attributes in the Knowledge Graph, obtain a set of low-dimensional dense real-valued vectors to represent the entities    I i  =   (  e  1 i   ,  e  2 i   , . . . ,  e  n i   )  T    and the entities with similarity when facing different relationships, use the Euclidean distance formula to calculate the distance between entities, and reduce their value range to (0, 1]. The calculation formula for the similarity between entities is as follows:



3.3.1. Modeling User Interests


Personalized recommendation is based on the user’s preferences, from the vast amount of information to find out the information that meets the user’s interests, and recommend it to the user. Because of the different interests of each user, the recommended objects are also different. Therefore, prior to a personalized recommendation, constructing a user interest model and applying it to the recommendation process can improve the quality of the recommendation system [27]. In the recommendation based on the Knowledge Graph, the entities corresponding to the items to be recommended in the Knowledge Graph are usually integrated into the recommendation system. These recommendation methods only describe the user’s interest from the entity level, and do not make use of the attribute information of the item, and cannot deeply dig into the user’s preference for the attribute of the item [28,29]. In the Knowledge Graph of tourist attractions, there are many attributes of tourist attractions besides tourist attractions’ entity. If making full use of these attributes’ information, they can express the user’s interest in a more fine-grained manner.



Aiming at the problem that entity attributes are not considered in the recommendation based on the Knowledge Graph, this paper proposes a new method of user interest modeling based on the entity attributes in the Knowledge Graph. By using the Knowledge Graph of tourist attractions, we are mining users’ interest in the attributes of tourist attractions from the attribute level, constructing a user interest model, expressing user interest in a more granular manner, and integrating it into the recommendation system to further improve the recommendation performance. The user’s attention to the tourist attractions is usually focused on the attribute of the tourist attractions, and the interest degree of the user is calculated, that is, the vector representation of the user under the attribute of the tourist attractions is calculated. According to the B-TransD model, the user interest vector is calculated. First define a set of triples for user attributes:


   T u  =  ( h , r , t | h ∈  V  u  +  )   



(6)







Among them,   t a   is the set of historically visited tourist attractions of the user and is the corresponding entity of tourist attractions in the Knowledge Graph.



In order to obtain more fine-grained user interest, it is necessary to understand the user’s preference for the attributes of tourist attractions. Preference indicates that users have different degrees of attention to different attributes. To obtain user preference, firstly, it is necessary to calculate the attention degree of users to attributes, that is, to calculate the weight of each attribute in the historically visited tourist attractions. Given the vector of the tourist attractions, attributes, and attribute values, the weight of the attribute   r a   in tourist attractions v is as follows:


  w  r a  =   e x p (   ( h  M  r a   )  T   r a  )   ∑   ( h , r , t )  ∈  T  u   e x p (  ( h  M r  )   T r  )       



(7)







Among them, h and   r a   are the vector forms of the tourist attractions and attributes obtained by B-TransD training, and   M  r a    is the mapping matrix in B-TransD. Calculating the weight of each attribute of the user separately, the weighted sum of all attribute values in the set of historically visited attractions can represent the user interest vector. The expression is as follows:


   c u  =  ∑   (  h a  ,  r a  ,  t a  )  ∈  T u     w  r a    t a   



(8)







Among them,   t a   is the amount of attribute values obtained by the B-TransD training. User interest is represented by vectors of related items, rather than independent feature words, and the fixed vector dimensions reduce the size of the parameters.




3.3.2. Weight Calculation of User- Attraction Scoring Matrix


The user- attraction scoring matrix is constructed according to the scores of all users on the attractions, and the users’ scoring can reflect the degree of their preference for attractions. The degree of the user’s preference for each attraction is expressed as the weight of the attraction in all the rated attractions of the user through the scoring matrix. Assuming that in the recommendation algorithm, the user set is represented as   U =   U 1  ,  U 2  , . . . ,  U m    , the set of the tourist attractions is represented as   I =   I 1  ,  I 2  , . . . ,  I n    , and the constructed user-attractions scoring matrix is represented as the matrix   R  m × n   ,  w  p  u j     represents the weight of the rated attraction j among all the rated attractions of user u,   R  u j    represents the weight of the rated attractions j by user u,   N u   represents the set of attractions that user has rated, and the calculation method is the rating of the attraction divided by the sum of the ratings of all the rated attractions of the user. The calculation formula is as follows:


  w  p  u j   =   R  u j     ∑  j ∈  N  ( u )      R  u j      



(9)








3.3.3. Fusion Weight Calculation


In the proposed KG-CF recommendation algorithm, the user’s interest in tourist attractions is contained in the weight. The calculation of similarity weight mainly comes from two parts: (1) calculating the weight of each user’s evaluated tourist attractions in all the rated tourist attractions according to the user-attraction rating matrix, and recording it as   w p  ; (2) using the Knowledge Graph of tourist attractions, mining the user’s interest in the attributes of tourist attractions, and constructing the user interest model and recording it as   w s  ; finally, using the ratio   η ∈ ( 0 , 1 )   to fuse the weight   w p   and   w s   to obtain the corresponding weight value, and the value range is (0,1). The fusion weight formula is as follows:


  W = η ∗ w p + ( 1 − η ) ∗ w s  



(10)








3.3.4. List of Attractions Recommended


According to predicting the user’s rating of the attraction to form a recommendation list, by combining B-TransD model and similarity weight calculation, the final attraction–attraction similarity matrix is obtained, which is essentially constructed from the nearest neighbors of each attraction in the set of attraction scored by users, in which the attractions rated by the user are excluded, and then calculate the similarity between the attractions to be predicted and each attraction in the set of user-rated attractions. The calculation formula of the prediction score is as follows:


   P  u i   =   ∑  j ∈ N  ( u )  , S   ( i , k )   s i m  (  I i  ,  I j  )  ×  S  u , j        ∑  j ∈ N  ( u )  , S   ( i , k )   s i m (  I i  ,  I j  )       



(11)







Among them,   s i m (  I i  ,  I j  )   is the similarity of attraction   I i   and attraction   I j  ,   S  u , j    is the user’s rating of attraction   I j  ,   N ( u )   is the collection of attractions rated by user u, and   S ( i , k )   is the top k most similar attractions to   I i  . The user’s rating of attraction   I j   is the higher, and the similarity between attraction   I j   and   I j   is the higher, the value of   P  u i    is the greater.






4. Experiment


4.1. Experimental Data Set


The data of the Chinese tourism knowledge graph constructed in this paper comes from 235,975 comments on the data of users of Ctrip.com. The entities and attributes in the knowledge graph exist as independent nodes, with a total of 46,600 nodes, which are divided into training set, validation set and test set. The experimental setting are shown in Table 3.




4.2. Evaluation Metrics


In this paper, the performance evaluation of the Bi-LSTM+CRF algorithm mainly adopts the accuracy rate (Precision), the recall rate (Recall) and the comprehensive index F1 value. The prediction and the recall are defined as follows:


  P r e c i s i o n =   T P   T P + F P    



(12)






  R e c a l l =   T P   T P + F N    



(13)







In the formula,   T P   is the number of samples that are positive and the prediction is also positive,   F P   is the number of samples that are negative and the prediction is positive, and   F N   is the number of samples that are positive and the prediction is also negative [30,31].



The F1 value is the weighted average of recall and precision. Recall and precision indicators may be contradictory in some application scenarios. The F1 value is an evaluation indicator that combines the two indicators, which comprehensively reflects the overall situation. The formula is as follows:


  F 1 = 2 ·   R e c a l l × P r e c i s i o n   R e c a l l + P r e c i s i o n    



(14)







In this paper, link prediction is used to evaluate the training efficiency of the knowledge representation model. Link prediction predicts the missing head entity or tail entity in the correct triplet. In this scenario, for each missing entity, we use a ranking method to find its candidate entities from the knowledge graph of tourist attractions, sort the candidate entity, and then judge the training effect based on the ranking of the missing entities among the candidate entities. For a triplet   ( h , r , t )  , given   ( h , r )   to predict the tail entity t, and given   ( r , t )   to predict the head entity h, we use Formula (2) to calculate the predicted triple score, and sort the scores in ascending order, two indicators are used to measure the quality of model training, the Mean Rank and the top 10 Hit rate (Hits@10). The Mean Rank represents the average rank of all correct entities in the test set. The value is the lower, the rank of the entity is the higher and the effect of model training is the better. The top 10 hit rate indicates the ratio of the number of correct entities in the top 10 to the total number of entities. Hits@10 is the higher, and the training performance of the model is the better.



Consider that the user may choose the attraction to be in the first few items in the recommended list in practical applications. Therefore, this paper uses the evaluation indicators commonly used in the recommendation system: one is to calculate the Mean Absolute Error (MAE) based on the user’s true rating of the attraction to determine the accuracy of the predicted attraction rating, and the other is to judge the recommendation effect based on the hit rate.



The mean absolute error MAE is a measure of the error between two values [32]. The user’s rating and the attraction rating predicted by the recommendation algorithm are incorporated into the calculation formula, and then the average value of the error of all of the predicted score attractions is calculated. The accuracy of the prediction depends on the average error. The smaller the MEA value is the better; the formula is as follows:


   E  M A E   =  1 n   ∑  i ∈ U , j ∈ I    |  p  i , j   −  r  i j   |   



(15)







In the formula, the set U and the set I are the user set and the set of attractions, respectively.   P  i j    is the evaluation score of the attraction j by the user i,   r  i j    is the true score of the attraction j by the user i, and the number of   p  i j    is n.   p r e c i s i o n @ K   represents the mean value of the probability that the first K items of each user’s recommendation list appear in the positive samples of the test set. The value of   p r e c i s i o n @ K   is the greater, the accuracy is the higher and the recommendation effect is the better.


  p r e c i s i o n @ K =  1 K   ∑  i = 1  K     |   L i  ∩  R i   |     |   L i   |     



(16)




where,   L i   represents the recommended result list of user i, and   R i   is the set of favorite attractions of user i.




4.3. Analysis of Experimental Results


The entity recognition experiment uses three models for comparison, namely the Hidden Markov Model (HMM), the Bi-directional Long Short-Term Memory (Bi-LSTM), and the Bi-directional Long Short-Term Memory Condition Random Field (Bi-LSTM+CRF). The Wikipedia Chinese corpus is used as the data set, and the labeling method uses the BIOES tag. In the experiment, the data are divided into a training, test and validation set by 32,620, 9320, 4660 (7:2:1). The training set is used to train the Chinese named entity recognition model, and the test set is used to measure the final effect of the model. The results of different models in Table 4.



As shown in Table 4, compared with using only Bi-LSTM model in Chinese NER, the Bi-LSTM+CRF model effectively improves the performance, the precision of Chinese NER was increased by 0.74%, the recall was increased by 0.73%, and the F1-score was increased by 0.78% in the Wikipedia Chinese corpus dataset.



According to the experimental results of the HMM model, it can be observed that the model, as a traditional statistical-based method, has a poor effect on Chinese-named entity recognition. Compared with the Chinese-named entity recognition model based on BiLSTM, the Chinese-named entity recognition model based on Bi-LSTM+CRF effectively improved the effect of the overall Chinese named entity recognition model.



This paper uses the TransD model and the improved B-TransD model to train the knowledge graph of Chinese tourist attractions respectively, and compares the results of the two training models by experiments. In order to obtain the better performance, it is necessary to adjust the parameters of the model, and finally select the parameters with the best training effect as the model parameters. Setting the interval of the learning rate  ε  of gradient descent is   0.1 , 0.01 , 0.001  , the interval of distance  γ  is   1 , 2 , 4  , and the dimension d of the vector space is   50 , 100 , 150 , 200 , 250 , 300  , as in Figure 5 and Figure 6.



Figure 5 shows the Hit@10 results under different embedding dimensions, Figure 6 shows the Mean Rank results under different embedding dimensions. It can be observed from the figure that the optimal embedding dimension is 50.



This paper combines the above parameter values to carry out experiments, and each experiment has a maximum iteration of 500 times, and finally determines the optimal configuration of the model parameters as   ε = 0.001 , γ = 1 , d = 50  . The training results are shown in Table 5.



It can be observed from Table 5 that the average ranking of the B-TransD model is higher than that of the TransD model, and the hit rate of top 10 is higher than that of the TransD model. It can be observed that the B-TransD model has more advantages for data with a one-to-many or many-to-one relationship, which can better retain the semantic information in knowledge graph and achieve a more accurate entity and relation vector. In this paper, the results of the B-TransD training are used to represent the knowledge graph of tourist attractions. The user interest model constructed on this basis can also better retain the structural relationship in the knowledge graph, laying the foundation for subsequent attraction recommendation.



The weight calculation of the KG-CF recommendation algorithm is to fuse the weights of two parts in a certain proportion. The difference of fusion proportion has an impact on the performance of recommendation. In order to determine the best fusion proportion, this paper conducts several experiments. The experimental results demonstrate (as shown in Figure 7), whose performance is optimal when the recommendation number is 30 and the fusion ratio is 0.7. The best parameters of the knowledge representation are as follows: learning rate   ε = 0.001  , distance between positive and negative triples   γ = 1  , and the dimension of vector space   d = 50  .



Coordinated filtering is currently the most mainstream algorithm among recommendation algorithms, which have been widely used in the industry. Its biggest advantage is that it is easy to realize in engineering and can be easily applied to products. Besides that, the recommendation algorithm based on the TransE model is widely used. Therefore, this paper sets the fusion ratio to 0.7 for KG-CF under different neighbor numbers. We compare the proposed method with the collaborative filtering algorithm (item-CF) and the recommendation algorithm based on TransE (TransE-CF). The   p r e c i s i o n @ K   results are shown in Table 6.



As shown in Table 6, the recommendation algorithm in this paper is generally better than the comparison algorithm in the precision and average running time, which is that the rich semantic information of the knowledge graph can effectively alleviate the sparseness of the data. At the same time, the knowledge representation model is used to embed the attractions into the appropriate low-dimensional vector space and represent them by the distributed vectors, which reduces the computation time. Overall, the KG-CF recommendation algorithm improves the precision of the recommendation and provides interpretability for the recommendation results, thereby improving the performance of the recommendation algorithm and increasing the diversity of the recommendation results (as shown in Figure 8). The results of the recommendation is a sequence of places, including scenic spots and related scenic spots such as Figure 8. For example, if users search for Terracotta Warriors, the recommendation system will recommend relevant scenic spots in the same region (Tsui Wah Shan, Huaqing Pool and Lingtong museum), contemporaneous (Mausoleum of emperor qinshihuang, Epang Palace and Xianyang Palace) and with the same score (Bell tower and drum tower, Big Wild Goose Pagoda and Tang Paradise) as Terracotta Warriors.





5. Conclusions


This paper proposes a new personalized tourist recommendation algorithm based on the Knowledge Graph, which effectively solves the sparsity and cold-start problems in the traditional recommendation system. The algorithm constructs a knowledge graph of Chinese tourist attractions, vectorizes the entity attributes in the knowledge graph, designs a user interest model that integrates the entity attributes in the knowledge graph, and introduces a Bernoulli sampling strategy in the construction of negative triples to reduce the error probability of constructing the negative triples. The experimental results demonstrate that the proposed algorithm improves the precision of the traditional recommendation algorithm, and reduces the average running time. In addition, it was experimentally verified that the algorithm proposed in this paper can effectively solve the sparsity and cold start problems of traditional recommendation systems, which is also applicable to music, books, and many other fields. This recommendation algorithm is applicable to the question answering system. The tourism question answering system can accurately answer the user’s questions and display them in a concise language, reflecting the system’s high precision performance, and the system is applicable to multiple regional tourism scenes. However, different product domains have different relevance, extracting the labels of users and projects, obtaining information such as user-intensive knowledge or characteristics, and then migrating to the target task.
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Figure 1. Examples of classification of tourist attractions types. 
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Figure 2. Part of Chinese tourism Knowledge Graph. 
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Figure 3. Shaanxi tourism knowledge graph as an example. 
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Figure 4. Recommended flowchart. 
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Figure 5. Hit@10 under different embedding dimensions. 
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Figure 6. Mean Rank under different embedding dimensions. 
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Figure 7. MAE Values at different fusion ratios. 
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Figure 8. Examples of recommended results’ diversity. 
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Table 1. Example of data collection.
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	Attraction Name
	Geographical Location
	Type
	Dynasty
	Ticket
	Official Website
	Rating
	Opening Time





	Terra Cotta Warriors
	Lintong District, Xi’an City, Shaanxi Province
	Historical site
	Qin
	150 yuan
	http://bmy.com.cn/
	4.6
	8:30–17:30



	Huaqing Pool
	Lintong District, Xi’an City, Shaanxi Province
	Mountain site
	Republic of China
	110 yuan
	http://www.hqc.cn
	4.7
	9:00–17:00



	Bell Tower and Drum Tower
	Beilin District, Xi’an City, Shaanxi Province
	Historical site
	Ming
	50 yuan
	hhtp://www.xazgl.com
	4.5
	8:30–20:30



	Giant Wild Goose Pagoda
	Yanta District, Xi’an City, Shaanxi Province
	Historical site
	Tang
	50 yuan
	http://www.xadayanta.com
	4.5
	9:00–17:00



	Tsui Wah Shan
	Chang’an District, Xi’an City, Shaanxi Province
	Mountain landscape
	Modern Times
	45 yuan
	http://www.cuihuashan.com
	4.3
	8:00–19:00
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Table 2. Entity attributes of tourist attractions’ ontology.
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	Entity Class
	Name
	Attribute Class
	Range
	Description





	Tourist attractions
	Ticket price
	Data
	String
	Price of admission to tourist attractions



	
	Official site
	Data
	String
	Official sites of tourist attractions



	
	Opening time
	Data
	String
	Opening hours of tourist attractions



	
	Subordinate to the dynasty
	Data
	String
	Establishment Time of tourist attractions



	
	Opening time Location
	Object
	Location of attractions
	The location of the attraction



	
	Types
	Object
	Types of tourist attractions
	Natural landscape or cultural landscape



	
	Average score
	Object
	Attractions rating
	Visitors rate the site



	Types
	Type name
	Data
	String
	Natural landscape or cultural landscape



	Score
	Average score
	Data
	String
	Visitors rate the site



	Location
	Regional ascription
	Data
	String
	The location of the attraction
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Table 3. The data statistics of knowledge graph.
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Entity

	
Attribute






	
Attraction

	
Natural landscape

	
Cultural landscape

	
Location of attractions

	
Scoring

	
In the news




	
9100

	
6200

	
2900

	
1100

	
9100

	
27,300
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Table 4. The experimental results of Chinese NER.
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Metrics

Entity

	
Precision

	
Recall

	
F1-Score




	
HMM

	
Bi-LSTM

	
Bi-LSTM+CRF

	
HMM

	
Bi-LSTM

	
Bi-LSTM+CRF

	
HMM

	
Bi-LSTM

	
Bi-LSTM+CRF






	
I-ORG

	
0.0477

	
0.8997

	
0.9013

	
0.0464

	
0.7332

	
0.8168

	
0.0470

	
0.8080

	
0.8570




	
B-PER

	
0.0076

	
0.9247

	
0.9339

	
0.0075

	
0.8230

	
0.8723

	
0.0076

	
0.8708

	
0.9021




	
O

	
0.8678

	
0.9809

	
0.9861

	
0.8708

	
0.9921

	
0.9935

	
0.8693

	
0.9865

	
0.9898




	
I-LOC

	
0.0242

	
0.8025

	
0.8588

	
0.0251

	
0.8302

	
0.8595

	
0.0246

	
0.8161

	
0.8592




	
B-ORG

	
0.0092

	
0.8568

	
0.8500

	
0.0073

	
0.6627

	
0.7574

	
0.0081

	
0.7474

	
0.8011




	
B-LOC

	
0.0190

	
0.8069

	
0.8827

	
0.0172

	
0.8704

	
0.8767

	
0.0181

	
0.8375

	
0.8797




	
I-PER

	
0.0174

	
0.9309

	
0.9429

	
0.0183

	
0.8420

	
0.8809

	
0.0179

	
0.8842

	
0.9108




	
Avg

	
0.7720

	
0.9682

	
0.9756

	
0.7746

	
0.9689

	
0.9762

	
0.7753

	
0.9680

	
0.9758
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Table 5. Training results.
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	Mean Rank
	Hits@10





	TransD
	65
	85.7



	B-TransD
	58
	87
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Table 6.   p r e c i s i o n @ K   results.
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	    precision @ 20    
	    precision @ 30    
	    precision @ 50    
	Average Running Time (s)





	TransE-CF
	0.58
	0.68
	0.55
	181.9



	TransE-C
	0.62
	0.72
	0.65
	176.2



	KG-CF
	0.65
	0.86
	0.77
	160.8
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