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Abstract

:

A well-designed loss function can effectively improve the characterization ability of network features without increasing the amount of calculation in the model inference stage, and has become the focus of attention in recent research. Given that the existing lightweight network adds a loss to the last layer, which severely attenuates the gradient during the backpropagation process, we propose a hierarchical polynomial kernel prototype loss function in this study. In this function, the addition of a polynomial kernel loss function to multiple stages of the deep neural network effectively enhances the efficiency of gradient return, and only adds multi-layer prototype loss functions in the training stage without increasing the calculation of the inference stage. In addition, the good non-linear expression ability of the polynomial kernel improves the characteristic expression performance of the network. Verification on multiple public datasets shows that the lightweight network trained with the proposed hierarchical polynomial kernel loss function has a higher accuracy than other loss functions.
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1. Introduction


Deep convolutional neural networks have enhanced image classification tasks [1,2,3,4]. However, due to the large number of deep neural network parameters, it is challenging to deploy on edge devices or mobile devices with limited resources. In recent years, studies have aimed at designing and studying lightweight neural networks with relatively low parameters and calculations [5,6,7]. These lightweight neural networks can be widely deployed on mobile terminals and embedded devices, thereby becoming current research hotspots.



Studies on lightweight neural networks focus on network design structures and improvement of the loss function [8,9]. Various advances in network design structures, such as Mobilenetv1 [5], Mobilenetv2 [10] and Shufflenet [6] have been reported. Based on evolutionary neural networks, the design of the network structure commonly used in automatic search methods is MobilenetV3 [11]. However, due to the large amount of computing resources, this method has not been evaluated by various studies. The loss function can improve the model performance without increasing the number of parameters and calculations in the inference stage of the model, therefore, we evaluated the loss function of lightweight networks.



Lightweight convolution neural networks and large-scale deep convolution neural network models are both end-to-end methods. Therefore, generally, lightweight networks directly use the loss function of large-scale convolutional neural networks. Currently, there are three main types of loss functions used for network model training. These are the cross-entropy loss functions based on sample labels and its variants, the contrast loss functions based on sample pairing, and the loss functions based on regularization. Regarding the cross-entropy loss function and its variants of sample labels, the input image is first mapped to a vector space through superposition of a multi-layer convolutional neural network to obtain a feature vector representation of the image. To determine the category of the input image, we usually measure the similarity between the feature vector of the image and class prototypes (also referred to as class weight vectors, class centers or class representations), and then calculate the class of the sample based on the class prototype distance of the sample. Through appropriate measurement methods such as inner product similarity, cosine similarity [12] and Euclidean distance [13] among others, the logits of the category can be calculated by Softmax to obtain the probability of the category the sample belongs to. In addition to Softmax, studies have also proposed the Bayesian radial basis network, Bayesian formula and Gaussian distribution. In the training process, the class probability of the sample is continuously optimized by cross-entropy loss to approximate its ground-truth.



The contrast loss function based on sample pairing cannot directly replace the Softmax loss function because it cannot obtain an efficient sample pair. Subsequently, DeepID2 [14], center loss [1] and margin loss [15] combined metric loss and traditional Softmax loss for supervise model training, and made some progress in face recognition. However, the performance of these methods on other visual classification tasks is limited. In addition, CPL [16] and LGM [9] algorithms add the regular term of the distance within the class to the Softmax function to regularize the feature distribution of the class prototype. These methods are still limited by additional unstable regularization losses.



Although Euclidean distance and inner product distance have good geometric interpretability, visual classification tasks require class prototype vectors and feature vectors to have good separability. In actual tasks, due to the sample complexity and diversity, especially for fine-grained image classification tasks, the class prototype feature vectors are poorly separable in a low-dimensional space. To overcome this challenge, it has been proven [17] that the vector in the low-dimensional space can be mapped to the high-dimensional space, so that the feature vector in the low-dimensional space is inseparable and converted into the high-dimensional space. It is equivalent to the high-dimensional space in the two-dimensional space. In addition, the top layer of the convolutional neural network often extracts visual semantic features, and the features extracted at the bottom layer often contain a large amount of visual bottom-level information [18]. The main reason for this phenomenon is that the last layer of the neural network obtains logits and artificially labeled labels for loss. Then, it optimizes the network parameters layer by layer through gradient descent back-propagation. Artificially labeled labels are actually a kind of semantics. For special symbols, based on the optimization goal of the loss, the features extracted near the top of the network during the training process tend to be closer to the semantic information presented by the label. To enable the low-level part of the lightweight network to effectively extract more semantic information, the loss function can be added to the bottom layer. This effectively strengthens the gradient back-propagation, and makes the underlying feature map focus on the semantic information to be extracted. For this reason, we propose a novel hierarchical polynomial loss function. As shown in Figure 1, the main feature of this method is that, combined with multi-stage characteristics of the lightweight network, in the training stage, a polynomial prototype loss function is added to multiple stages to enhance the semantic feature extraction performance at the bottom of the network. The reasoning stage of the network uses the backbone of the network, without increasing the amount of network parameters and calculations. Studies on multiple data have effectively improved the performance of lightweight networks.



The main contributions of this article are:




	
A hierarchical prototype loss function is proposed. By adding loss functions to different layers of the deep neural network, the performance of the semantic feature extraction at the bottom of the network is effectively improved;



	
The loss calculation method used is a polynomial function, which is a kernel method that can effectively improve linear separability of the low-dimensional space;



	
Through various experiments using multiple public datasets, it was proven that the proposed method is effective.








Next, we reviewed related studies in the second part. The third part elaborates on the method proposed in this article. The fourth part is the experimental demonstration part. The fifth part is the conclusion.




2. Related Works


We focused on the loss function of lightweight convolutional neural networks. Many lightweight networks have been proposed, with most of them being trained with the Softmax loss function. However, the loss function is generally universal, and as the basic task of other tasks, many loss functions have been proposed for visual classification tasks. Therefore, we review the loss functions of visual classification tasks. In general, the loss function of the deep neural network classification task can be divided into the loss function based on a sample category label, on a regular constraint and on a sample pair label.



2.1. Loss Function Based on Sample Labels


Most of the loss functions that are currently being used in classification tasks are based on the Softmax loss and its improved algorithms. This type of algorithm relies on a sample label. The prediction vector of the sample category is output in the last Fully Connected (FC) layer of the network, after which the distance is calculated from the sample label to obtain the sample loss. Then, the algorithm is optimized through gradient descent and back propagation. The standard cross-entropy loss only pays attention to separability between classes, but not the compactness within classes. Therefore, an L-constraint Softmax function proposed in [19] enhances the ability of the network to extract features within the class. In addition, the dot product operation of the last layer has been replaced with the product of amplitude and angle [20], which enhances the expressive ability of features within the class by adjusting the angle. Furthermore, parameters have been normalized on the basis of L-softmax [20]. A-Softmax [21] is proposed, which enhances the ability of the network to learn features between and within classes.




2.2. Loss Function Based on Regular Constrains


The loss function based on regular constraints ensures performance of the Softmax function while adding additional regular constraints to parameters of the network, thereby enhancing the expressive ability of the network and preventing premature overfitting of the model. A central loss function that is used in conjunction with the Softmax loss has been proposed [1]. This method can make the feature vectors extracted by the network aggregate to the center of the class in the feature space. Moreover, an improved central inconvenience loss function based on the central loss has also been proposed [22]. The category center is further constrained, and the center is constrained on a hypersphere, which further reduces regional differences in the feature expression caused by category imbalance.




2.3. Loss Function Based on Sample Pair Label


The Euclidean distance based on losses, including contrastive loss [23] and triplet loss [24] are commonly employed. Specifically, the distances among samples are regarded as optimization objectives for Euclidean losses. The purpose is to reduce distances between samples within the same classes. Besides, distances between samples among different classes are enlarged. This design is associated with some limitations, such as difficulties in mining efficient sample pairs or triplets. The networks’ training behavior and final performance are strongly influenced by different sampling methods [25]. As a consequence, the Euclidean distance based on losses are often applied when fine-tuning instead of when training from scratch.



Loss function studies have certain mathematical theory support and strong interpretability; therefore, they attracted scholarly attention. However, most studies are not aimed at light-weight image classification problems, so that performance gain of the related work is limited when it is migrated to the light-weight image classification task.





3. The Proposed Method


This section is the method part. First, we review the main differences between traditional convolutional neural networks and lightweight networks. Then, we review the theoretical basis of classic prototype learning and kernel methods, and finally we explain our proposed hierarchical polynomial class prototype loss function method.



3.1. Lightweight Neural Works


Traditional deep convolutional neural networks are usually stacked by multiple layers of operations such as convolution, pooling, activation function, and full connection. Many of the operations in this study are applicable to lightweight convolutional networks. The main difference is that, in order to reduce the number of parameters and calculations, the lightweight network replaces part of the operation of the convolutional layer with depth-wise separable convolutions and pointwise convolutions, as shown in Figure 2. Assuming that the size of the convolution kernel of a certain convolutional layer is    D k  ×  D k   , the size of the input feature map is   H × W ×  C  i n    , and the size of the output feature map is   H × W ×  C  o u t    , then, the parameter amount and calculation amount of the traditional convolution operation are    D k 2   C  i n    C  o u t     and   H W  C  i n    C  o u t    D k 2   , respectively. Therefore, depth-wise convolutional of the lightweight neural network can be the parameter amount and calculation amount of the separated convolution, which are    D k 2   C  i n     and   H W  C  o u t    D k 2   , respectively. It is shown that the lightweight network has significantly reduced amounts of parameters and calculations. However, the feature expression abilities of lightweight networks are not as good as those of traditional convolutional neural networks.




3.2. Prototype Learning


For classification tasks of deep convolutional neural networks, the Softmax loss is usually used as its loss function. Given a classification task has  C  classes, the feature vector of each input sample is    x i   , and the class label of the sample is    y i  ∈   1 , C    , then, we can easily calculate cross-entropy loss of this sample:


   ℓ  S o f t m a x   (  x i  ) = − log  P  i ,  y i    = − log    e   f i  ,  y i        ∑  k = 1  C    e   f i  , k        



(1)




whereby    f  i , j     denotes the distance of feature vector    x i    while class prototypes    W j   .    P  i ,  y i      denote the probability of    x i    being predicted to be its ground-truth class    y i   . Currently, Euclidean distance    f  i , j   = − α      x i  −  W j     2 2    and inner product    f  i , j   =  W j T   x i    are widely used to measure the similarity of feature vector and class prototypes. Essentially, the class prototype is the representative feature vector of the class to which the sample belongs, and usually a good class prototype vector is generally located in the feature center of the class.



Although Euclidean distance and inner product distance have good geometric interpretability, visual classification tasks require class prototype vectors and feature vectors to have good separability. However, in actual tasks, due to sample complexity and diversity, especially fine-grained image classification tasks, class prototype feature vectors are poorly separable in the low-dimensional space. To solve this problem, proponents of Support Vector Machines (SVM) have proved that the vector in the low-dimensional space is mapped to the high-dimensional space, so that the feature vector in the low-dimensional space is converted into a separable high-dimensional space.


   f  i , j   =   φ    x i    , φ    W j       



(2)




where   φ  •  :  ℝ n  →  ℝ d    d ≫ n     is a non-linear mapping function. In a higher-dimensional space, this method allows the calculation of class prototypes distance    f  i , j    . The computational complexity of this method is much larger than the Euclidean distance or inner product distance in the low-dimensional space, and this shortcoming can be compensated by the kernel method.


   f  i , j   =   φ    x i    , φ    W j      =   ∑ g    c j       x i T   W j     j  = k    x i  ,  W j       



(3)




where   k   ⋅ , ⋅   :  ℝ n  ×  ℝ n  → ℝ   is a kernel function. Its computational complexity is the same as the complexity of the inner product of the vector. The coefficient    c j    is determined by   φ  •    or   k   ⋅ , ⋅    .


   K  i , j   =  K  P K F   (  x i  ,  W j  ) =   (  x T   w +   c p  )    d p    =     ∑ 0   d p      c p   d p  − j   (  x T  w )    j   



(4)




where    K  P K F     ⋅ , ⋅     is a polynomial kernel function. The kernel function we consider in this paper is the polynomial kernel of degree    d p   .    c p    is a constant.


   ℓ  Softmax     (  x i  )    PKF - Softmax    = − log  P  i ,  y i    = − log    e  s ⋅   (  x T   w +   c p  )    d p          ∑ 1 C    e  s ⋅   (  x T   w +   c p  )    d p           



(5)




where the hyperparameter s is a scale parameter in order to enlarge the range of PKF-scores. In SVM, the polynomial kernel has been successfully used for dealing with natural language processing (NLP) tasks when    d p  = 2   [27]. Regarding the image recognition task, we use    d p  = 2  . Essentially, the inner product operation of the cross-entropy loss is a linear transformation, but is actually a special case of the polynomial kernel loss. The polynomial kernel loss function increases the non-linear measurement performance.




3.3. Hierarchical Prototypes Polynomial Softmax Loss Function


In the training phase of deep convolutional neural networks, gradient descent and back-propagation are usually used to optimize parameters of the network. However, as the number of network layers increase, the gradient will usually produce serious gradients in the back-propagation process. Therefore, during the training process, the loss can be added to the middle layer of the network to assist direction propagation of the gradient, so as to optimize network parameters. Therefore, the loss function proposed in this paper will be added to different layers of the network.



Let  F  be any lightweight network, which usually has L stages. The output feature map from any intermediate stage is represented by    F l  ∈  ℝ   H l  ×  W l  ×  C l     , where    H l   ,    W l   ,    C l    are the height, width and number of channels of the feature map at   l - t h   stage, and   l =   1 , 2 , … , L    . Our objective is to impose classification losses on the feature-map extracted at different intermediate stages. The feature map of each stage performs the average pooling operation to obtain the feature vector    f l    of the stage.


   f l  = P o o  l  avg      F l     



(6)







Then, polynomial similarity of the class prototype vector at this stage is calculated to obtain the logits of the class, and finally, the loss function at this stage is obtained, as shown in Figure 3.


   ℓ l     Softmax   (  f l  ) = − log    e  s ⋅   (  f l   w +   c p  )    d p          ∑ 1 C    e  s ⋅   (  f l   w +   c p  )    d p           



(7)







Then, the loss functions of all stages are weighted and summed to obtain the loss function of the network. To maintain the number of parameters and calculations of the lightweight network, we removed the class prototype vector and down-sampling operations at each stage in the inference phase.




3.4. Optimization of Polynomial Softmax Loss Function


Since the Softmax loss can be optimized through the most commonly used stochastic gradient descent (SGD) method, it is necessary to make the Polynomial Softmax Loss Function consistent with SGD requirements so that we can optimize the total loss through the optimizer. The partial derivative of the polynomial kernel can easily be obtained, as shown in Equation (8).


   ∂  ∂ w    K  P K F   ( x , W ) =  x T   d p    (  x T   w +   c p  )    d p  − 1    



(8)







The polynomial order    d p    is not trainable because of integer limitation, since the real exponent may produce complex numbers, which complicates the network.




3.5. The Pseudo Code of the Algorithm


Input: Training data      x i     . Initialized parameters  Θ  in backbone of light network. Prototype Parameters    W 1  , … ,  W L    in Stage form 1 to L.



Output:  Θ  and weight    W 1  , … ,  W L   .



	
Initialization, the number of iterations   t ← 1  ;



	
While not converge do;



	
  t ← t + 1  ;



	
Compute the total loss by    ℓ  l o s s   =  ℓ 1     Softmax   (  f 1  ) + , … , +  ℓ L     S o f t max   (  f L  ) +  ℓ c     S o f t max   (  f c  )  ;



	
Compute the standard backward propagation error     ∂  ℓ t     l o s s     ∂  x t     ;



	
Update the parameters    W 1  , … ,  W L    by    W  t + 1     L  =  W  t + 1     L  −  μ t    ∂  L t    ∂  W t     ;



	
Update the parameters  Θ  by    Θ  t + 1   =  Θ t  −  μ t    ∑ i m     ∂  L t    ∂  x t        ∂  x t    ∂  Θ t     ;



	
End.








4. Experimental Results and Discussion


This section describes the experimental setup and the results.



4.1. Dataset


We used multiple image classification datasets to verify our proposed loss function. These datasets are divided into two categories. One is a large-scale image classification dataset, the main feature of which is the large difference in features between categories. The other is the fine-grained image classification data set. Compared to the large-scale image classification data set, this task is more difficult to understand. Its main feature is that the difference between the characteristics of the classes is small, and more subtle differences between the categories need to be captured. Large-scale conventional image classification tasks use the public dataset ImageNet-100 public data. The ImageNet-100 dataset randomly selects 100 classes from the well-known ImageNet dataset [28]. The extraction method is as previously described in [29]. The training set contains 500 images for each class, and the test set contains 50 images for each class, totaling about 55,000 images. In addition, the model was verified on fine-grained images, including three widely used datasets, Stanford dogs [30], Stanford cars [31] and CUB-200-2011 [32].



The Stanford dogs contain a total of 120 different dog categories, all of which belong to the canine family. Each category contains about 150 training samples and about 30 test samples. The Stanford cars dataset contains 196 different kinds of car category image datasets, a total of 16,185 images; 8144 training images and 8041 test images. The CUB-200-2011 dataset has 11,788 bird images, including 200 bird subcategories. The training data set has 5994 images while the test set has 5794 images. Each image provides image class label information. As shown in Figure 4, there are three different types of samples in the Stanford dogs, Stanford cars, CUB-200-2011, and ImageNet datasets. Intuitively, it can be seen that Stanford dogs, Stanford cars, and CUB-200-2011 belong to the fine-grained classification dataset. Visual characteristics of samples of different categories are very similar, and the difference is very small. This complicates the feature extraction of the network.




4.2. Experimental Setup


To verify the performance of the proposed loss function on image classification tasks, we used the well-known Pytorch deep learning architecture [33]. The experiment was performed on the UltraLAB graphics workstation that was equipped with 192 GB memory and 8 NVIDIA GTX-2080 graphics processors. Each graphics card had 8 GB memory. The workstation used the Windows server operating system.



To verify the performance of the proposed loss function in training lightweight networks, we selected various well-known lightweight convolutional neural networks. Due to the use of depth-with separable convolutions, lightweight neural networks greatly reduce the number of parameters and calculations. Their main characteristics are introduced below.



We adopted the cosine learning rate schedule for training of all models. The initial learning rate was 0.05, and was scheduled to reach zero within a single cosine period for 300 epochs. The models used SGD with a momentum of 0.9 and a weight decay of 10−4 for optimization. To prevent the model from overfitting during the training process, we used the same data enhancement method for all datasets. First, the enhancement method adjusts the size of the picture to 256 × 256, then performs random cropping, and a horizontal flipping operation. The batch size of ImageNet-100 and Stanford dogs was set to 96, while the batch size of Stanford cars and CUB-200-2011 was 16.



First, three lightweight nets were used for comparative experiments on four datasets, as shown in Table 1. Each lightweight network uses different network widths, ×1.0 represents the original model, ×0.75 shows that the number of channels of the convolutional layer of the model is 0.75 times that of the original model, and ×0.5 is 0.5 times that of the original model. Orig means that the network uses standard cross-entropy for testing, and ours means that the network was trained using the hierarchical polynomial loss function we proposed. Table 1 shows that the network trained by our proposed hierarchical polynomial loss function does not increase the amount of calculation and parameter in the inference stage of the lightweight network. The accuracy of the three different lightweight networks is in different data. The accuracy of the three lightweight networks has been greatly improved, especially on the Stanford dogs and the CUB-200 dataset. The result is a good verification that our proposed loss function can enable the network to learn better features.



In addition to the standard cross-entropy loss function, we compared the proposed loss function with other kinds of loss functions such as the central loss function and the contrast loss function, etc. on the ImageNet100 dataset. To fairly compare the effects of different loss functions on the network performance, we set the same hyperparameters to train the network. Table 2 shows that the network trained by our proposed hierarchical polynomial loss function has a great improvement compared to other loss functions. This is because the proposed loss function can effectively enhance the gradient return in the back propagation stage, and solve the problem of gradient disappearance caused by very small gradients.




4.3. Ablation Study


The part of the ablation experiment in which the loss function we proposed was added to different stages of the network is shown in Table 3. In the experiment, we adopted three kinds of lightweight models, and added the proposed loss function at stage 5, stage 4, stage 3, stage 2 and the FC layer, respectively. Compared to the original cross-entropy loss performance, the hierarchical polynomial loss function, when the proposed loss function was added to the three layers of stage 3, stage 2, and the FC at the same time, the trained network performance was better. Of course, it is not advisable to add loss functions to all layers. In the shallow part of the network, it is necessary to extract more low-level visual features, while in the higher layers of the network, more attention should be paid to semantic features.



According to Equation (6), the high power and constant term of the polynomial have different effects on the loss calculation. To explore its impact on the network performance, we used two datasets, Mobilenetv2 and Mobilenetv3-small on ImageNet100 and Stanford-dogs for experimentation. The alpha in Table 4 represents different high powers, while gamma represents different constant terms. It is shown that when the high power is set to 2 and the constant term is set to 1, the reasoning performance of the network is the best.



As mentioned earlier, the hierarchical loss function we propose can be used to calculate the corresponding loss at different stages of the network. However, the output of each stage of the network is not a logit; therefore, loss function cannot be directly calculated. It is thus necessary to reduce the dimension of the feature map at each stage to obtain its feature vector, and then find the distance from the class prototype vector to obtain its logit and label calculation loss. Maximum pooling and average pooling methods can be used to reduce the dimensionality of the feature map. We evaluated the impact of the two dimensionality reduction methods on the model, as shown in Table 5. It is shown that when the average pooling is used in each stage, the network’s inference performance is better than the maximum value pooling performance.



To have a perceptual understanding of the network performance, we used the Class Activation Mapping (CAM) method [34] to visualize a feature map output at each stage. The CAM method can effectively highlight the area that the network pays attention to. It can be seen from Figure 5 that compared to cross-entropy, our proposed method can focus more on the dominant feature area of the object to be recognized at different stages. The loss function we proposed can effectively enhance the features extracted at each stage of the network, thereby improving the inference performance of the network.





5. Conclusions


We propose a hierarchical polynomial prototype loss function for lightweight deep neural networks. We verified the model using a large number of experiments on different public datasets, and the loss was passed without increasing the amount of calculation in the model inference stage. The function optimization network can effectively improve the performance of lightweight neural networks. However, the proposed hierarchical prototype loss function requires further studies to evaluate the impact of setting different weights at different layers on the network performance. Therefore, some optimization algorithms will be tested in future studies to optimize the method.
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Figure 1. Schematic diagram of hierarchical class prototype learning model. Symbols on the figure (stars, triangles etc.) represent feature maps of output of different convolution layers in CNN. 
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Figure 2. (a) Standard convolution filters panel, (b) depth-wise convolution filters, (c) point-wise convolution filters. In the figure,   K × K   represents the kernel size; C represents the number of input channels;   H × W   represents the size of spatial information; and N represents the number of output channels; * is a convolution operation [26]. 
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Figure 3. Schematic presentation of the hierarchical polynomial loss function structure. 
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Figure 4. Sample instance images of the datasets. 
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Figure 5. Activation map of selected results on the CUB dataset with the Mobilenetv2 as the base model. From left to right: Column (a) are original images with CUB; Column (b) are Grad-CAM visualizations for the model trained with standard cross-entropy; Column (c) are Grad-CAM visualizations for the model trained with our proposed method. 
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Table 1. Comparisons of hierarchical polynomial loss function and cross-entropy loss function, Orig represents the standard cross-entropy used by the network while ours represents the loss proposed in this article. The result is the top 1 of the test set, the unit is %.
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Model

	
ImageNet-100

	
Stanford Dogs

	
Stanford Cars

	
CUB-200-2011




	
Orig

	
Ours

	
Orig

	
Ours

	
Orig

	
Ours

	
Orig

	
Ours






	
Mobilenetv2 (×0.5)

	
74.17

	
74.84

	
44.56

	
52.63

	
83.73

	
85.25

	
52.36

	
54.46




	
Mobilenetv2 (×0.75)

	
76.87

	
78.71

	
45.81

	
56.33

	
85.81

	
86.62

	
59.47

	
61.60




	
Mobilenetv2 (×1.0)

	
78.97

	
81.05

	
48.43

	
60.42

	
87.07

	
87.97

	
61.28

	
66.08




	
Mobilenetv3-small (×0.5)

	
65.72

	
65.98

	
33.42

	
40.30

	
72.92

	
75.04

	
42.85

	
47.54




	
Mobilenetv3-small (×0.75)

	
67.87

	
68.40

	
38.59

	
44.15

	
74.99

	
77.94

	
52.15

	
55.63




	
Mobilenetv3-small (×1.0)

	
70.00

	
72.15

	
46.51

	
47.45

	
79.10

	
80.69

	
52.39

	
56.65




	
Mobilenetv3-large (×0.5)

	
71.58

	
74.37

	
41.83

	
51.42

	
80.45

	
84.80

	
49.59

	
58.76




	
Mobilenetv3-large (×0.75)

	
75.81

	
77.30

	
45.27

	
55.53

	
80.61

	
85.23

	
52.63

	
60.12




	
Mobilenetv3-large (×1.0)

	
76.91

	
78.56

	
47.01

	
57.31

	
82.48

	
86.01

	
55.73

	
62.68
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Table 2. Comparison with other loss functions. RBF denotes radial basis loss function. The result is the top 1 of the test set, the unit is %.
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Model

	
ImageNet100




	
Original Softmax Loss

	
RBF-Softmax

	
Qurs






	
Mobilenetv2 (×1.0)

	
78.97

	
79.51

	
81.05




	
Mobilenetv3-small (×1.0)

	
70.00

	
70.68

	
72.15




	
Mobilenetv3-large (×1.0)

	
76.91

	
77.31

	
78.56
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Table 3. Add our proposed polynomial loss function to different stages of Mobilenetv2 and Mobilenetv3. The result is the top 1 of the test set, the unit is %.
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Model

	
Add Prototypes Loss or Not

	
ImageNet100

	
Stanford Dogs




	
FC

	
Stage 5

	
Stage 4

	
Stage 3

	
Stage 2

	
CE

	
PS

	
CE

	
PS






	
Mobilenetv2 (×1.0)

	
◯

	
◯

	
◯

	
◯

	
◯

	
78.97 (Orig)

	
48.43 (Orig)




	
✓

	
◯

	
◯

	
◯

	
◯

	
78.07

	
78.68

	
53.99

	
53.05




	
✓

	
✓

	
◯

	
◯

	
◯

	
79.70

	
78.66

	
54.54

	
56.75




	
✓

	
✓

	
✓

	
◯

	
◯

	
79.85

	
81.05

	
57.61

	
60.42




	
✓

	
✓

	
✓

	
✓

	
◯

	
79.23

	
80.54

	
58.86

	
59.73




	
✓

	
✓

	
✓

	
✓

	
✓

	
79.30

	
78.91

	
59.42

	
58.76




	
Mobilenetv3-small (×1.0)

	
◯

	
◯

	
◯

	
◯

	
◯

	
70.00 (Orig)

	
42.75 (Orig)




	
✓

	
◯

	
◯

	
◯

	
◯

	
70.03

	
71.37

	
45.16

	
43.97




	
✓

	
✓

	
◯

	
◯

	
◯

	
70.21

	
70.37

	
45.03

	
45.31




	
✓

	
✓

	
✓

	
◯

	
◯

	
70.64

	
72.15

	
47.05

	
44.92




	
✓

	
✓

	
✓

	
✓

	
◯

	
69.92

	
70.21

	
47.75

	
47.53




	
✓

	
✓

	
✓

	
✓

	
✓

	
68.95

	
70.43

	
46.71

	
46.51




	
Mobilenetv3-large (×1.0)

	
◯

	
◯

	
◯

	
◯

	
◯

	
76.91 (Orig)

	
47.01 (Orig)




	
✓

	
◯

	
◯

	
◯

	
◯

	
76.45

	
76.89

	
50.61

	
52.51




	
✓

	
✓

	
◯

	
◯

	
◯

	
76.22

	
76.71

	
51.13

	
51.90




	
✓

	
✓

	
✓

	
◯

	
◯

	
78.14

	
78.56

	
56.76

	
56.40




	
✓

	
✓

	
✓

	
✓

	
◯

	
77.42

	
77.73

	
56.40

	
57.31




	
✓

	
✓

	
✓

	
✓

	
✓

	
76.93

	
77.83

	
55.68

	
57.14
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Table 4. The effect of different alpha and gamma values in the proposed polynomial loss function on network performance. The result is the top 1 of the test set, the unit is %.
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Model

	
Alpha

	
Gamma

	
ImageNet100

	
Stanford Dogs






	
Mobilenetv2 (×1.0)

	
2

	
0.5

	
79.39

	
59.10




	
0.8

	
79.91

	
59.75




	
1

	
81.05

	
60.42




	
3

	
0.5

	
78.91

	
57.32




	
0.8

	
79.61

	
59.51




	
1

	
79.97

	
59.37
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Table 5. Ablation analysis on the pooling module using hierarchical loss function. GAP denotes Global average pooling while GMP denotes Global maximum pooling. The result is the top 1 of the test set, the unit is %.
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Model

	
GAP

	
GMP

	
ImageNet100

	
Stanford Dogs






	
Mobilenetv2 (×1.0)

	
✓

	
◯

	
81.05

	
60.42




	
◯

	
✓

	
80.29

	
58.94




	
Mobilenetv3-small (×1.0)

	
✓

	
◯

	
72.15

	
47.53




	
◯

	
✓

	
71.52

	
46.60




	
Mobilenetv3-large (×1.0)

	
✓

	
◯

	
78.56

	
57.31




	
◯

	
✓

	
77.48

	
57.02
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