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Abstract

:

Machine reading comprehension (MRC) is an important research topic in the field of Natural Language Processing (NLP). However, traditional MRC models often face challenges of information loss, lack of capability to retain long-distance dependence, and inability to deal with unanswerable questions where answers are not available in given texts. In this paper, a Chinese reading comprehension algorithm, called the Attention and Conditional Random Filed (AT-CRF) Reader, is proposed to address the above challenges. Firstly, RoBERTa, a pre-trained language model, is introduced to obtain the embedding representations of input. Then, a depthwise separable convolution neural network and attention mechanisms are used to replace the recurrent neural network for encoding. Next, the attention flow and self-attention mechanisms are used to obtain the context–query internal relation. Finally, the conditional random field is used to handle unanswerable questions and predict the correct answer. Experiments were conducted on the two Chinese machine reading comprehension datasets, CMRC2018 and DuReader-checklist, and the results showed that, compared with the baseline model, the F1 scores achieved by our AT-CRF Reader model has improved by 2.65% and 2.68%, and the EM values increased by 4.45% and 3.88%.
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1. Introduction


Reading comprehension plays an important role in people’s daily life, and it is usually the core method for people to obtain information in many scenarios such as daily conversations, examinations, and information searches. With the development of technology and the requirements of intelligent applications, Machine Reading Comprehension (MRC) has become an important topic in the direction of Natural Language Processing (NLP), which is of great significance for guiding machines to understand human languages, improving the intelligence level of machines and enabling machines to acquire knowledge continuously [1].



MRC can help users find the most relevant information from a large number of complex texts by analyzing the given text and questions, guiding the machine to answer the questions around the text, and returning the correct answer [2]. At the same time, it is widely used because of its closeness to daily life. In recent years, there have been many improved models based on Bert [3], such as ALBERT [4], RoBERTa [5], etc. The use of pre-trained models has become a development trend of MRC. Because the pre-trained model can only learn the shallow semantic matching information of the context, most of the current models adopt the combination of the pre-trained language model and the attention mechanism [6], that is, they obtain the corresponding representation through the pre-trained model, and then use the attention mechanism for reasoning, so as to capture the deep semantic information of the context and predict more accurate answers. However, the original pre-trained models are designed for the English applications, and Chinese has different grammatical structures and characteristics from English [7], so it cannot effectively process Chinese text. For example, “Yu Mao Qiu Pai Mai Shi Yuan” has completely different semantics when the participles are “Yu Mao Qiu Pai/Mai/Shi Yuan” (The badminton racket is worth 10 RMB) and “Yu Mao Qiu/Pai Mai/Shi Yuan” (The badminton auctioned for 10 RMB), so even the model with excellent performance will perform poorly when applied to Chinese text. In addition, in Chinese reading comprehension, the attention mechanism in the model is very important to obtain the correct answer. The existing attention mechanism usually only focuses on specific words, and it is difficult to mine the overall semantics of the context, which is poor for complex problem recognition. At the same time, the premise of MRC assumes that there are snippets in the article that match the question, but in reality, this is sometimes not the case, as shown in Figure 1. It has become an urgent task to understand the content of the passage correctly and to make a correct judgment on the answer ability of the questions.



To address the above problems and to better accomplish the machine reading comprehension task, this paper proposes a Chinese machine reading comprehension algorithm, the AT-CRF Reader. This model introduces a pre-trained language model to fully acquire the underlying semantic features, combines CNN, attention mechanism, and position encoding to learn dependency information over long-distance. It also uses self-attention mechanism to obtain the internal representation of the context, and introduces Conditional Random Fields (CRF) [8] as the output layer to deal with unanswerable questions. Finally, the experimental results on two reading comprehension datasets, CMRC2018 [9] and DuReader-checklist [10], verify the effectiveness of the model in this paper.



The main contributions of this paper can be summarized as follows:




	
We use a Chinese pre-trained language model in combination with multiple attention mechanisms to acquire input representations and fully learn the connection between the local and global contexts;



	
We use the CRF to convert the output prediction into the sequence labeling question to predict the starting and ending position of the answer, and output the correct answer sequence when the question is answerable, while identifying the unanswerable questions and responding appropriately;



	
We validate the performance of the model by comparing the AT-CRF Reader with state-of-the-art MRC models on CMRC2018 and DuReader-checklist datasets.









2. Related Works


2.1. Machine Reading Comprehension Research


Early MRC tasks were mainly based on hand-crafted rules, such as the QUALM system [11] using manually coded scripts, which is tedious and difficult for the system to generalize. Since then, some small corpora have appeared, such as the datasets released at the DEEP READ and ANLP2000 conferences [12]. These corpora are mostly based on the bag-of-words method and adopt pattern matching technology, which is difficult to construct effective features, and the effect is not satisfactory. In recent years, benefiting from the development of deep learning and the release of large-scale reading comprehension datasets (e.g., CNN/Daily Mail [13], SQuAD [14,15]), MRC models based on deep learning have shown obvious superiority and have gradually become the mainstream in the research field. The AOA Reader [16] applies the attention mechanism to the text level. Match-LSTM [17] combines a Long Short-Term Memory (LSTM) network with a one-way attention mechanism, and uses a pointer network as the result output for the first time. BiDAF [18] uses a bidirectional attention flow mechanism to extract textual interaction information. R-NET [19] introduces a self-attention mechanism based on a gated recurrent unit for text self-matching. Transformer [20] exclusively uses attention mechanisms to obtain information. Bert introduces dynamic coding on the basis of the two-layer Transformer to obtain deeper bidirectional semantic representation, and the performance was greatly improved. RoBERTa uses the whole word masking to further improve robustness. With the introduction of Chinese datasets such as PD&CFT [21], CMRC2018 and DuReader, the development of Chinese reading comprehension has been promoted. D-Reader [22] uses fastText to train word embedding to improve encoding for full-text prediction. RoBERTa-wwm-ext [23] considers Chinese characteristics for training. ERNIE [24] introduces external knowledge word-level embedding, phrase-level embedding, and entity-level embedding based on Bert. ELECTRA [25] uses a generator network to replace characters instead of masking the input to improve the prediction speed. MacBERT [26] adds N-grams for synonym replacement to improve model text modeling capabilities. FNN-MRC [27] uses GRU to aggregate frame semantic knowledge combined with neural network to facilitate question answering. ChineseBERT [28] integrates the phonetic and glyph into the pre-trained process to enhance the modeling ability of Chinese corpus. At present, pre-trained models have become the focus of research in the field of MRC, but a single pre-trained language model can only obtain shallow semantic information. Therefore, this paper combines the attention mechanism and pre-trained model to fully extract text interaction information and capture deeper feature relationships.




2.2. Conditional Random Field


The MRC task is essentially a supervised learning problem: learning a predictor f from a given triple <context C, query Q, answer A>, which then outputs the corresponding answer A through the input Q and C, and the process is expressed as follows:


  f : ( C , Q ) → A  



(1)







Most of the traditional MRC models use a Pointer Network to predict the final result, i.e., the network outputs the index of the starting and ending position of the contextual fragment containing the answers. However, this approach is only valid when the query has answer fragments in the text. If there are no answers that exist for the query, the training process cannot be performed, and hence is not able to handle the unanswerable situations. The CRF is a probabilistic graphical model of discriminant class proposed by Lafferty based on the Maximum Entropy Model and Hidden Markov Model [29]; it has been widely used in the field of nomenclature recognition and machine translation. The linear chain CRF is mainly for sequence tagging and segmentation, transforming the output into a BIO sequence tagging task and taking a certain sequence from it as the answer. Thus, it can help the machine make correct judgments when no answer exists, and the working principle is shown in Figure 2.



The CRF model assumes that the input observation value is the random variable X, and the output sequence observation value is the random variable Y, and   P ( Y ∣ X )   is the conditional probability of variable Y given variable X. If the variable   P ( Y ∣ X )   constitutes an undirected graph structure   G = ( V , E )   with the node   v ∈ V   and the edge   e ∈ E  ,   n ( v )   is the set of adjacent nodes to v,   v / {  v }   is all nodes excluding vertex v. Then, the conditional random field formed by the probability distribution of the random variable X and the random variable Y satisfies the following condition:


  P  (  Y v  ∣ X ,  Y  v / {  v }   )  = P  (  Y v  ∣ X ,  Y  n ( v )   )   



(2)









3. Model Architecture


In order to effectively improve the accuracy of the Chinese reading comprehension model, deepen the model’s ability to mine text information, and solve unanswerable problems, this paper proposes a Chinese machine reading comprehension model—AT-CRF Reader.



The model contains six layers, namely, Embedding Layer, Encoder Layer, Semantic Interaction Layer, Contextual Self-Attentive Layer, Modeling Layer, and Output Layer, as shown in Figure 3. First, the features of input are obtained through the Chinese pre-trained word vectors in the embedding layer, then the generated sequence vector is fed into the encoder layer, and further into the positional encoding, depthwise separable convolution neural network, and the attention mechanism to capture the internal structural and interaction information. Then, the attention flow mechanism is used to obtain the Query-aware Context representation and the Context-aware Query representation, and then the contextual self-attention representation and the output of the attention flow are combined through a fusion mechanism, so the interaction can be captured by the modeling layer. Finally, the sequence of answers is predicted by the conditional random field as the final result.



3.1. Embedding Layer


In this layer, in order to obtain richer semantic information and word embedding representations of different granularity for each input, we use the Chinese pre-trained model, RoBERTa. RoBERTa has the same model structure compared to the pre-trained model—Bert—but has the optimizations below:




	
The model adopts the Whole Word Mask (WWM) mechanism, which improves the learning ability by constantly changing the masking position during training.



	
The model uses the full-sentences and the doc-sentences as input to dynamically increase the batch size to replace the Next Sentence Prediction objective (NSP) in Bert.



	
The model is trained using a larger batch size with more training data and longer training time.



	
The model uses a larger Byte to construct the vocabulary table.








In practical applications, the RoBERTa outperforms the Bert on various downstream tasks. The model used in this paper contains a 12-layer Transformer encoder, and the vector dimension is 768 dimensions. First, splicing the input context   X = {   x 1  ,  x 2  , ⋯ ,  x n  }   with query   Q = {   q 1  ,  q 2  , ⋯ ,  q m  }  , by adding a   [ C L S ]   token at the start position, and an   [ S E P ]   token at the end and split position. Then, take the corresponding positional encoding, word vector, and contextual vector as input, and then processing by RoBERTa, use the output of the last layer of the encoder as the vector representation O of the context and query. Finally, the initial vector representations of the context   C = {   c 1  ,  c 2  , ⋯ ,  c n  }   and the query   U = {   u 1  ,  u 2  , ⋯ ,  u n  }   are output, respectively. The calculation process is as follows:


  i n p u t = [ C L S ] + X + [ S E P ] + Q + [ S E P ]  



(3)






  O = R o B E R T a _ w w m _ e x t ( i n p u t )  



(4)








3.2. Encoder Layer


The encoder layer is used to extract local and global information between words at different positions. It is composed of positional encoding, depthwise separable convolution, a self-attention mechanism, and a feed-forward network. Layer normalization is applied for each layer, and residual connections are used between layers. First, a position function calculates the encoded positional information, which is further weighted and summed with the word embedding of the previous layer to form the input of this layer—in the convolutional layer, a depthwise separable convolution network with fewer parameters and stronger generalization ability to obtain more contextual information, specifically, with a kernel size of 7, 128 filters, and 4 convolutional layers. The self-attention layer adopts a multi-head attention mechanism with eight heads to calculate the connection between each word and the input texts to obtain the global contextual information. Finally, the feed-forward network is used to generate the contextual vector representation of the context   H ∈  R  d × n     and the query   V ∈  R  d × m     as the output, where d is the matrix dimension.




3.3. Semantic Interaction Layer


Although in general the context in reading comprehension tasks can be very long, the answer often exists in a short segment related to the query. Hence, the semantic interaction layer can be used to correlate information of the words in the context and the query to capture the interactive information. This layer uses the bi-directional attention mechanism to calculate the attention of both context-to-query (Context2Query) and query-to-context (Query2Context), respectively. The input is the contextual vector representation of the context   H ∈  R  d × n     and the query   V ∈  R  d × m     both from the previous layer. The shared similarity matrix   S ∈  R  n × m     between the contextual embedding of H and V can be calculated as follows:


  δ  ( h , v )  =  w  ( S )  n   [ h ; v ; h ⊙ v ]  ,  



(5)






   S  n m   = δ  (  H  : n   ,  V  : m   )  ∈  R  n × m   ,  



(6)




where   S  n m    is computed by the similarity of the n-th context word and the m-th query word;  δ  is a numerical function that encodes the similarity of the two input functions;   w  ( S )    is a trainable weight vector;   [ ; ]   represents the concatenation of matrix vectors on rows;   H  : n    is the n-th column vector of H; and   V  : m    is the m-th column vector of V. Then, the attention value in both directions can be calculated by the similarity matrix S.



Context-to-query Attention. Context2Query attention indicates which query word is the most relevant to each context word. First, the attention weight   α n   is calculated by row normalization of the matrix S using softmax. Then, the context-to-query vector   v ˜   is obtained by calculating the weighted summation of the query vectors, and the calculation process is as follows:


   α n  = s o f t m a x  (  S  n :   )  ∈  R m  ,  



(7)






   v ˜  =  ∑ m   α  n m    V  : m   ∈  R d  ,  



(8)




where the   α n   is the attention weight of the n-th context word to the query words;   ∑  α  n m   = 1   for all n; the query representation of the whole context is    V ˜  ∈  R  d × n    .



Query-to-context Attention. Query2Context attention indicates which context word has the closest similarity to the word in the query. First, we take the maximum value of each column of the similarity matrix S; then, the attention weight   b n   is obtained through softmax normalization, and, finally, the query-to-context vector   h ˜   is obtained after the weighted summation of the context vectors. The context representation of the query is    H ˜  ∈  R  d × n    , and the calculation process is as follows:


   b n  = s o f t m a x  ( m a  x  c o l    ( S )  )  ∈  R n   



(9)






   h ˜  =  ∑ n   b  n m    H  : n   ∈  R d   



(10)








3.4. Contextual Self-Attention Layer


In addition to the query-context interaction in reading comprehension tasks, there are also correlations between the related contexts. Therefore, the contextual self-attention layer is used to capture the internal structure of the context, learned the feature relationship between its phrases, and obtained its global attention. First, we calculate the similarity matrix   S  i j    ′    between each context word and words in other segments of the context, and normalize the matrix by softmax to obtain the attention weight   η i   between context words. Then, through the weighted summation of each context vector, the contextual self-attention representation   h   ′    is obtained, and the entire contextual self-attention representation is    H   ′   ∈  R  d × n    . The process is shown in the following formula:


   S  i j    ′   = h ⊙ h ∈  R  n × n    



(11)






   η i  = s o f t m a x  (  S i   ′   )  ∈  R n   



(12)






   h   ′   =  ∑ n   n i   H n   



(13)







Finally, the new query representation   V ˜   and the new context representation   H ˜   in the two directions of the attention mechanism obtained by the semantic interaction layer are combined with the contextual vector representation H. Then, the input is fused through a splicing function  β  to obtain the output matrix representation of this layer G. The calculation process is as follows:


  β  (  h   ′   ,  v ˜  ,  h ˜  )  =  [  h   ′   ;  v ˜  ;  h   ′   ⊙  h ˜  ]  ∈  R  3 d × n    



(14)






   G n  = β  (  H n   ′   ,   V n  ˜  ,   H n  ˜  )  ∈  R  3 d    



(15)








3.5. Modeling Layer


In this layer, we use two Bi-directional Long Short-Term Memory networks (Bi-LSTM) [30] in both directions, the input is G, which was output by the previous layer, and the output is the matrix   M ∈  R  2 d × n    , which represents the contextual information for each word about the sequence containing the entire context-query interaction. The calculation process is as follows:


   G f  = B i L S T M  ( G )   



(16)






   G b  = B i L S T M  (  G f  )   



(17)






  M =    G f  ,  G b    



(18)








3.6. Output Layer


In this layer, in order to avoid the situation where the model cannot answer unanswerable questions, the output layer uses a CRF model for prediction, it determines the relationship of adjacent labels by the transition score, and obtains the global optimal sequence as the final answer. First, we take the M obtained by the modeling layer as the input of this layer, set the sentence sequence with the predicted label as   y = (  y 1  ,  y 2  , ⋯ ,  y n  )  , and define its probability as   p ( y ∣ m )  , where   Z ( m )   is the normalization (partition function),   λ k   and   μ l   are the weights of different features,   t k   is the transition probability matrix, representing the transition score from label   y  i − 1    to label   y i  , and   s l   is the status transition matrix, representing the score at which character   m i   is predicted to be label   y i  . The calculation process is as follows:


  p  ( y ∣ m )  =  1  Z ( m )   e x p    ∑  i , k    λ k   t k   (  y  i − 1   ,  y i  , m , i )  +  ∑  i , l    μ l   s l   (  y i  , m , i )    



(19)






  Z  ( m )  =  ∑ y  e x p    ∑  i , k    λ k   t k   (  y  i − 1   ,  y i  , m , i )  +  ∑  i , l    μ l   s l   (  y i  , m , i )    



(20)







During the training process, we use the maximum likelihood estimation to obtain the conditional probability, and use the Viterbi algorithm to predict the global highest scoring label sequence   y *  . For simplicity, w is used to represent the unified weight determined by   λ k   and   μ l  , and   F ( y , m )   is used to represent the global eigenvector determined by   t k   and   s l  . The calculation formula is as follows:


   y *  = a r g m a x  ( w , F  ( y , m )  )   



(21)









4. Experimental Results and Discussion


4.1. Experimental Dataset


In this paper, we choose the CMRC2018 dataset and the DuReader-checklist dataset to test our model. Among them, the CMRC2018 is a span-extraction machine reading comprehension dataset based on ground truth proposed by iFLYTEK and Harbin Institute of Technology. The data come from Wikipedia, and the data format is a triple <context, query, answer>. The data scale statistics are shown in Table 1.



In order to test the prediction of the model for unanswerable questions, we conducted experiments on the DuReader-checklist dataset proposed by Baidu. The dataset is designed to use the evaluation system to evaluate the model ability, and contains a large number of unanswerable questions. The data format is a four-tuple <query, context, title, answer>, and the data scale statistics are shown in Table 2.




4.2. Evaluation Indicators


Two commonly used evaluation indicators in reading comprehension tasks have been used: Exact Match value (EM) and Fuzzy Match score (F1-score), which are used to evaluate the exact match and the degree of match between the predictive value and the true value, respectively.




4.3. Experimental Parameter Settings


In our experiments, AT-CRF Reader is implemented in the PyTorch framework. Four GeForce GTX 1080Ti 11GB GPUs are used for model training, and the Adam optimizer is used. The parameter settings used in the experiment are shown in Table 3.




4.4. Experimental Results and Analysis


4.4.1. Comparison Experiment


To verify the effectiveness of the proposed AT-CRF Reader, we conduct comparative experiments on the CMRC2018 and DuReader-checklist datasets to evaluate the overall performance of the model and the ability to deal with unanswerable questions, respectively. We selected and reproduced six state-of-the-art machine reading comprehension models: Bert-base(Chinese), ERNIE, RoBERTa-wwm-ext, ELECTRA, MacBERT-Chinese, and ChineseBERT, and compared them with the AT-CRF Reader to obtain the final results.



The experimental results on the overall performance of the models on the CMRC2018 dataset are shown in Table 4. It can be seen from the results that the AT-CRF Reader in this paper has an EM value of 65.52%, and an F1 score of 87.51%. Compared with the Bert-base (Chinese), ERNIE, RoBERTa-wwm-ext, ELECTRA, and MacBERT-Chinese, the EM values are increased by 4.45%, 2.61%, 1.65%, 1.09%, and 0.18%, and the F1 scores are increased by 2.65%, 0.99%, 1.15%, 0.78%, and 0.67%, respectively. In addition, the AT-CRF Reader proposed in this paper has almost the same performance as the ChineseBERT proposed in the 2021 ACL Conference, which confirms that the model proposed in this paper has certain performance advantages.



The experimental results of the performance of unanswerable questions on the DuReader-checklist dataset are shown in Table 5. The results show that the AT-CRF Reader achieves an EM value of 74.45%, and an F1 score of 87.39% on this dataset. Compared with Bert-base (Chinese), ERNIE, RoBERTa-wwm-ext, ELECTRA, and MacBERT-Chinese, the EM values are increased by 3.88%, 2.97%, 1.34% 0.63%, and 0.49%, and the F1 scores are increased by 2.68%, 1.62%, 0.81%, 0.56%, and 0.25%, respectively. In addition, the performance of the AT-CRF Reader proposed in this paper is basically the same as that of the ChineseBERT proposed in the 2021 ACL Conference, which shows that this model can not only predict correct answers, but also has a better response ability for unanswerable questions.




4.4.2. Ablation Experiment


To demonstrate that, using the CRF layer as the output module can better handle unanswerable questions, we conducted a set of ablation experiments on the DuReader-checklist dataset. The results shown in Table 6 are achieved by the baseline model Bert-base (Chinese), the AT-CRF Reader without using CRF as the output layer (AT Reader), and the full AT-CRF Reader. It can be seen from the results that the AT Reader has improved the performance compared to the baseline model, with EM value and F1 score being improved by 2.75% and 2.4%, respectively. The performance has been further improved by 1.13% and 0.28% by the full model AT-CRF Reader, on the EM value and F1 score, respectively. This result shows that, using CRF instead of pointer networks as the output layer, can effectively improve the understanding ability of the model, and it is better to deal with unanswerable questions.




4.4.3. Other Experiments


To further analyze the model performance, we also conducted supplementary experiments on CMRC2018 and DuReader-checklist datasets. Figure 4 shows the performance plot of F1 score and EM value in the two datasets as the epoch change. It can be seen from the figure that, when the epoch is 5, F1 scores in the two datasets reach 87.51% and 87.39%, and the EM values reach 65.52% and 74.45%, respectively. After five iterations, the model performance gradually tends to be stable, Therefore, through the performance curve, it can be concluded that the model in this paper can converge to the optimal result with only a few iterations.



In addition, we also designed a set of experiments to test the impact of passage lengths on the model. We chose an interval of (50, 550) with a step of 50 for the experiment, and plotted the curve of F1 score and EM value. The final results are shown in Figure 5 and Figure 6. From Figure 5, it can be concluded that the model performs best on the CMRC2018 dataset with the highest F1 scores and EM values when the length of the passage is within the interval of 300–350. The same conclusion can be drawn from Figure 6 that the overall performance is optimal on the DuReader-checklist dataset when the model input passage length is within the 300–350 interval, with the highest F1 scores and EM values. In addition, the relative gap between the F1 scores and EM values of the two models, AT Reader and AT-CRF Reader, on the DuReader-checklist dataset is larger compared to that on the CMRC2018 dataset, which indicates that the model proposed in this paper is more applicable to the dataset with unanswerable questions.






5. Conclusions


Aiming at the problems of the traditional MRC model in Chinese machine reading comprehension tasks, such as information loss, lack of long-distance dependence ability and inability to deal with unanswerable questions, this paper proposes the AT-CRF Reader model. This model uses Chinese RoBERTa as an embedding process to fully obtain the underlying semantic features of the context, combines depthwise separable convolution neural networks and attention mechanisms to obtain long-distance dependency ability, and uses the transition score in the conditional random field to judge the relationship between adjacent labels, and then obtains the global optimal sequence as the answer output. To verify the effect of this model, we conduct experiments on two Chinese reading comprehension datasets, CMRC2018 and DuReader-checklist, and the results demonstrate the effectiveness of the AT-CRF Reader. In future research, the problem of excessive parameters caused by the introduction of pre-trained models can be solved by Knowledge Distillation, which is trained through a lightweight network. This method can effectively reduce the number of model parameters and improve the training speed.
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Figure 1. An example of the DuReader-checklist dataset. The same color in the article and the questions indicate that the corresponding content has relevant information; question 1 can find the corresponding answer fragment in the text, and question 2 has a similar correspondence in the text but is not the correct answer. 






Figure 1. An example of the DuReader-checklist dataset. The same color in the article and the questions indicate that the corresponding content has relevant information; question 1 can find the corresponding answer fragment in the text, and question 2 has a similar correspondence in the text but is not the correct answer.



[image: Applsci 12 10459 g001]







[image: Applsci 12 10459 g002 550] 





Figure 2. Working principle of the BIO sequence labeling task. The sequential tagging task can select the labeling result with the highest overall probability among all possible labeling results, and the probability of each item is the sum of the output probability of the upper layer and the labeling conversion probability. This method can not only obtain the overall optimal solution, but also avoid the situation where the answer is unreasonable. 
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Figure 3. The overall architecture of the AT-CRF Reader reading comprehension model, with the bidirectional attention flow mechanism on the right, where x and q are the input context and query, c and u are the initial vector representations of the context and the query obtained after the embedding layer processing, H and V are the contextual vector representations of the context and the query respectively,   H ˜   contains the most important word information of the query in the context,   V ˜   contains the correlation representation of the query word and each context word, and   H   ′    is the self-attention representation of the whole context, G is the splicing and fusion of the output of the semantic interaction layer and the contextual self-attentive layer.   G b   embeds information about the entire context and query through the Bi-LSTM. 
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Figure 4. F1 scores and EM values on the two datasets under different training epochs. 
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Figure 5. The effect of input length on model performance in the CMRC2018 dataset. In this experiment, only the input length parameter is changed, and other experimental parameters are kept constant. 
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Figure 6. The effect of input length on model performance on the DuReader-checklist dataset. In this experiment, only the input length parameter is changed and other experimental parameters are kept constant. 
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Table 1. Scale statistics of the CMRC2018 dataset.
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	Training Set
	Validation Set
	Test Set





	Question #
	10321
	3351
	4895



	Answers per Q
	1
	3
	3



	Max P tokens
	962
	961
	980



	Max Q tokens
	89
	56
	50



	Max A tokens
	100
	85
	92



	Avg P tokens
	452
	469
	472



	Avg Q tokens
	15
	15
	15



	Avg A tokens
	17
	9
	9
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Table 2. Scale statistics of the DuReader-checklist dataset.
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	Training Set
	Test Set





	Question #
	3000
	1130



	Answers per Q
	1
	1



	Q with A
	1404
	539



	Unanswerable Q
	1596
	591
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Table 3. Training parameters.
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	Parameter
	Setting Value





	Epoch
	3



	Batch size
	32



	Learning-rate
	3 × 10−5



	Dropout
	0.01



	Max A tokens
	50



	Max-seq-length
	512
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Table 4. The performance on the CMRC2018 dataset.
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	Model
	EM/%
	F1/%





	Bert-base(Chinese)
	61.07
	84.86



	Ernie
	62.91
	86.52



	RoBERTa-wwm-ext
	63.87
	86.36



	ELECTRA
	64.43
	86.73



	MacBERT-Chinese
	65.34
	86.84



	ChineseBERT
	65.83
	88.09



	AT-CRF Reader
	65.52
	87.51
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Table 5. The performance of the DuReader-checklist dataset.
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	Model
	EM/%
	F1/%





	Bert-base(Chinese)
	70.57
	84.71



	Ernie
	71.48
	85.77



	RoBERTa-wwm-ext
	73.11
	86.58



	ELECTRA
	73.82
	86.83



	MacBERT-Chinese
	73.96
	87.14



	ChineseBERT
	74.62
	87.76



	AT-CRF Reader
	74.45
	87.39
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Table 6. The effect of CRF on the AT-CRF Reader.
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	Model
	EM/%
	F1/%





	Bert-base(Chinese)
	70.57
	84.71



	AT Reader
	73.32
	87.11



	AT-CRF Reader
	74.45
	87.39
















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file4.png
Observation Sequence:
Segmentation sequence

State Sequence:
Annotation Sequence





nav.xhtml


  applsci-12-10459


  
    		
      applsci-12-10459
    


  




  





media/file2.png
[Article] : “ L ANZHYFY H— R A VGEIL 10, Mg JIH [ 1 = )
NI EL DRz — i, 4ERRAE LA DA BB o 2500 B A N\ R RS A JIE ] i
ANEGHIE300Z 50, R AR IZ 1IN 8 (Z95050) B3 5/ M558 S A e
X ERIERE R . B EWUNE IR IIAST o BE S NEA
BT M. ®IEAE FLAMEE A, F “PHER” 2.
T, MEIRDN, =R A 10ty RN AREEIE A . P EREFHRN
AT TEE, A%k, EFAEH. 7 (71t is not recommended that
a person eat more than 10 quail eggs a day, while people with high
cholesterol should eat less, and it is better to keep it below five.
The adult should not consume more than 300 mg of cholesterol per day,
so eating one egg (about 50 grams) or three to five quail eggs per day
is not harmful to the body. Quail eggs are considered to be the
“ginseng of animals”. It is advisable to eat them regularly as a tonic
food. Quail eggs have wunique nutritional characteristics and are
therefore known as “the best of eggs”. They are nearly round and very
small, wusually only about 10g, with brown spots on the surface. The
nutritional value of quail eggs is no less than that of eggs, and has a
good skin care and skin beauty effect.”)

[Title] : —RIZJLNMEERT - AEEEFIE How nany quail
eggs a day is better to eat — Baidu baby know)

[Question 1) : “pdF NBERATLAIZJLMS 2528 ” (“How many quail
eggs can adults eat per day? ”)

[Answer 1) : “ 3547 ("357)

[Question 2) : “1 X%z JL Y55 ” (“How many quail
eggs can babies eat in one meal?”)

[AIISWGI‘S. 2] : 3!5//%57% ( Unanswerable )






media/file5.jpg





media/file3.jpg
L 1

| I

1

! ¢Z¢= O
e e g\
L | ! |

| I
704 74

1
k"; PaVa






media/file1.jpg
[Article] : AN B — KAH R 104, i [ i 1
NS HERFAE T BUF HBE . 5 A R R R
AR 300%E 5, R A RZ 1A ER (£95050) 3R3™ 58 95 I F A 82
AR . WRERAAR “BPIHOAS " . RN R
TOI7 e WISE AT R LAV 2 A, BT <O ZHR. G
T, MEIRN, — BT 10a kA7, RTTATRIBERERL. W98 209 2 IR
AR, AR kAL 7 (1t is not reconmended that
a person eat more than 10 quail eggs a day, while people with high
cholesterol should eat less, and it is better to keep it below five.
The adult should not consume more than 300 mg of cholesterol per day,
50 eating one egg (about 50 grams) or three to five quail eggs per day
is not harmful to the body. Quail eges are considered to be the

inseng of animals”. It is advisable to cat them reg: as a tonic
food. Quail eggs have unique nutritional characteristics and are
therefore known as “the best of eggs”. They are nearly round and very
swall, usually only about 10g, with brown spots on the surface. The
nutritional value of quail eggs is no less than that of eggs and has a
good skin care and skin beauty effect.”)

[Title] : —RUGJLAMSIEREF - FRES FRIE (How nany quail

eges a day is better to cat ~ Baidu baby know)

[Question 11 : “M4FE ABERATBAZJLAEIEE” (“How many quail
eggs can adults eat per day? *)

[Answer 1] : “ 354 7 (" 375 ")

[Question 2] : “1HHF%F —HIZJLAEIE” (low many quail
eggs can babics cat in one meal?”)

[Answers 2] : E&H ( Unanswerable )






media/file7.jpg
+ curcais
“ DuReaderchecklis

+ curcais
* DuRenderchecis






media/file10.png
88 -
. e
S . s
87 4
. . . " .
* » o
%7 -
5
S i
2 85 }
— /
= )
84 -
-
83 - —=— AT Reader
. & AT-CRF Reader
I —
0 50 100 150 200 250 300 350 400 450 500 550

Passage lengths

EM(%)

67

66 . .
) N . ]
| — @ ‘ \
65 .' | N\ "
'm - ¢
6:] — | .‘\ n
[/ o
63 "
lt‘ ,'II.I
62 =
61 -
:
‘ ®= AT Reader
60 — & AT-CRF Reader
59 B e e e T B S m e S e S e Y EEEEL A m—
0 50 100 150 200 250 300 350 400 450 500

Passage lengths






media/file12.png
88 - .
o 7,,7.‘ 7 __.
87 - o— - —* =
i
| . _
-
.
— 86 — ]
2 ] | u
e
2 85
— "
= ‘_
84 - “
83 —a&— AT Reader
| — & AT-CRF Reader
82 e 1 ] . ] o I . I o I e ] . 1 L 1 . ] .
0 20 100 150 200 250 300 350 400 450 500 55

Passage lengths

75 - e
® ) .
Ll o S\
o -
. . o
73 o Foom -
724 o
l"l o
714
.
70
69
i/ —=— AT Reader
s @ e  AT-CRF Reader
v ] v 1 v 1 M 1 v 1 v 1 M 1 v 1 v 1 v 1
0 50 100 150 200 250 300 350 400 450 50
Passage lengths

250





media/file9.jpg
Z f 8

Bey

8

AT Resder
AT-CRY Resder

5 AT Reader
i AT-CRE Render

Ao Passage lengths.





media/file0.png





media/file8.png
F1(%)

88

87 1

86 1

85

84

—*— DuReader-checklist

4 CMRC2018

83

T8 -
75 . *--------_*_ * * * * _* _*
72 4 *
69 *
66 =
A A A A A A
. A
63 . //
A
60 - — & CMRC2018
—#*— DuReader-checklist
o7 -
1 ] 1 | 1 1 ] 1 ] ||
0 ] 2 3 4 5 6 7 8 9 10






media/file11.jpg
: - s N~
7 gn i
n n
AT Reader -
- o ATRed
/ S S St

T % W Te M B0 W0 % %0 60 S s 0 % W 0 %0 30 3 %0 40 4 %0 50
‘Puasage lengths oo il





media/file6.png
Output Layer

Modelling Layer

Contextual Self-
Attentive Layer

Semantic
Interaction
Layer

Encoder
Layer

Embedding
Layer

LSTM

LST™M

Start

A%

Context

Query

Max

Softmax

Query2Context

Softmax )
hy  h hy,
Context2Query
T 1 11
hy  h h,

Vm

Vm

V2





