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Abstract: One of the main actions required to face and limit global warming is the substitution of
conventional fossil-fueled electrical generators with renewable ones. Thus, it becomes fundamental to
create non-dispatchable renewable generators able to provide services for power system stabilization
that nowadays are delivered by conventional ones. Particularly, renewable generators are usually con-
nected to the electrical power system through power electronic converters lacking natural responses
to frequency variations. This challenges conventional frequency control methods that are based on
synchronous generators’ capabilities, particularly in systems with high levels of non-synchronous
generation. Solutions based on advanced controls that allow renewable generators to participate in
frequency control are the subject of current research efforts worldwide. This paper contributes to
these efforts by studying the benefits of introducing Power Reserve Control in photovoltaic generators
and Extended Optimal Power Point Tracking control in wind generators to provide frequency control
in low inertia power systems and the interactions between them. The tests and the simulations, prove
that these kinds of controls help in stabilizing the system frequency thanks to the cooperative action
of both types of renewable generators.

Keywords: primary frequency control; frequency stability; LFC scheme; renewable generators; power
curtailment; inertial control

1. Introduction

In recent decades, decarbonization targets have been set in order to face and limit
global warming. On a timeline, the last milestone of this challenge has been set with the
Paris Agreement in 2015, which established the goal of keeping global warming well
below 2 ◦C, and possibly under 1.5 ◦C, with respect to the pre-industrial level [1,2]. In this
scenario, one of the most important layers of intervention is the energy sector, which in 2019
accounted for 41.8% of the CO2 emissions in the world, consequently representing their
major contributor [3]. An outlined solution to reduce its impact is to increase renewable
energies utilization. In this sense, for example, the EU set the target of covering 32% of its
energy consumptions with renewable energies by 2030 [4].

These ambitious targets are inducing deep changes in the energy mix, leading to
equally difficult technological challenges. In particular, renewable generators are displacing
conventional fossil-fueled ones, leading to a variety of issues mainly related to their non-
dispatchability and inability in providing ancillary services.

A potential future scenario is presented in report [5]. It offers an immediate idea of
the modification that will hit the electric system in less than thirty years: if the world
will adopt measures to comply with the Paris agreement (“REmap Case”), the share of
renewable energies in the power generation sector could reach 86%, while the sector of
variable renewables such as solar and wind would be about 60%, with an annual addition
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of capacity, respectively, up to 360 GW/yr for photovoltaic plants and up to 240 GW/yr for
wind plants in 2050.

Starting from this estimation, it is clear how important it will be in the future to create
renewable generators able to provide the services that nowadays are the responsibility of
traditional ones. According to this, regulators and System Operators (SO) are starting to
ask for some of these services also to renewable plants in the updated versions of grid
codes to face the system developing and keep ensuring its safety and reliability [6]. For
variable renewable sources, the implementation of techniques to meet these requirements
is asking huge research efforts due to their nature. In fact, they are used to be connected
with the grid through power electronic devices, which have no rotational parts and are,
therefore, unable to contribute to the total inertia of the power system.

Inertia is a fundamental concept while analyzing a power system. Indeed, transient
stability and frequency stability are strongly related to the kinetic energy present in the
system, whose amount in turn is correlated to the inertia constant. A reduction in the total
inertia constant is reflected in a stability decrease [7].

Focusing on the frequency stability problem, inertia constant impact can be appreciated
in Equation (1) [7]:

df /dt = 0.5 f 0 (Pgen − Pload)/(Stot Htot), (1)

where f is the frequency of the system, f 0 is the nominal frequency, Pgen is the total generated
power in a certain time instant and Pload the total consumed one, Stot is the sum of the rated
power of all the generators, and Htot is the equivalent inertia constant of the system as a
whole. It is evident that if Htot decreases, given a certain active power unbalance between
generation and load, the frequency variation will be larger.

To contain the frequency variations and keep the frequency as close as possible to its
nominal value, it is thus necessary to create certain levels of reserve available at different
timescales.

The spread of variable renewable energies (VRE) mentioned above impacts on the
reserve problem in more than one way: the uncertainty of the primary source availability,
and so of the power production, requires additional reserve in the system; and the partic-
ipation in the system of the conventional units that are able to provide reserves reduces,
and so the stability of the system.

More specifically, the operation of electrical power systems requires frequency to re-
main tightly close to its rated value. Traditional frequency control strategies are based on
synchronous generators and their ability to modify the mechanical power from their prime
movers to compensate for frequency deviations. These are caused by real-time mismatches
between the mechanical power input and the electrical power output (plus losses) of syn-
chronous generators. The inertia of rotational masses of each turbine-generator set offers
a natural temporal buffer for these mismatches that limits the rate of change of frequency
(RoCoF). As stated, renewable generators are commonly connected to the power system
through power converters, which lack an inherent inertial response to frequency deviations.
This increases frequency deviations and RoCoF values as a growing share of renewable
generators displace synchronous ones. Thus, the main objective of this work is to assess the
ability of renewable generators to contribute to frequency control in power systems where
synchronous generators are being displaced by power electronics interfaced ones.

This work is focused on the first seconds immediately after an unbalance, in which the
primary reserve activates to contain as much as possible the initial oscillation of frequency
after a perturbation. In particular, the work faces the issue of providing primary frequency
control with renewable generators as photovoltaic modules and wind turbines, which are
traditionally not technically able to perform it, trying to understand how to implement it
and whether the performances are acceptable.

Before going through the developed model, it is extremely important to offer an
overview of the methods and algorithms proposed in the literature for the power reserve
control of photovoltaic systems. This bibliographic analysis is very useful, since each one
of the methods can have some issues and some advantages, which can be compared to the
ones of the model developed in this work, understanding its effectiveness.
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For what concerns the photovoltaic (PV) technology, two main types of solutions
have been reported in the literature for complying with future requirements in terms of
the modulation of active power as a response to a frequency deviation: the use of energy
storage systems (ESSs) or the implementation of innovative control schemes for power
curtailment [8]. The adoption of ESSs for primary frequency control can potentially solve
the issues in highly renewable penetrated systems, as the small island ones or the power
systems of the future. The biggest advantage with respect to power curtailment methods is
that no energy is wasted. Indeed, to keep a certain reserve level always available, renewable
generators have to exploit just a certain amount of the producible energy. If the remuneration
and the incentives for the participation in primary frequency control are not enough, the
profitability of renewable plants decreases. In that case, adopting an ESS integrated with the
generators would allow a more flexible utilization without reducing the energy exploited.
Another winning aspect of some ESSs is that they are able to adapt the power with rapid
ramp rates, which is one of the key targets for the future primary frequency control [9]. On
the other hand, the ESS solution presents also some drawbacks, mainly related to investment
cost and complexity. In fact, the ESS solution requires an additional investment to purchase
the storage system itself. Furthermore, in the case of batteries as ESSs, their lifetime is
limited [8]. These negative aspects can lead to an increase in the cost of the PV electricity
produced, which is in contrast to the expectations of cost reduction in the next decade [10].
It is also important to state that power curtailment and storage are not necessarily mutually
exclusive solutions, since, in some situations, combining the two is the best option from the
economic point of view [11].

In this work, the impact of the second solution is analyzed, which allows a simpler
control and lower investment costs. If the choice is to modify the control algorithm of a
photovoltaic module, three main functionalities may be implemented [12]: Power Limiting
Control (PLC), Power Ramp-Rate Control (PRRC), and Power Reserve Control (PRC), that
are conceptually described in the following.

1.1. Power Limiting Control (PLC)

The concept presented in the following is the basis for all the power curtailment
methods. It is based on the imposition of a certain level of active power required from the
plant (Pres), that has to be reached by modifying the voltage applied to the PV panels (vPV*),
taking into account the power-voltage curve, as shown in Figure 1.
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It is evident that, given a certain Pres, it is fundamental to characterize the irradiance
(G) and the temperature (T) in order to establish the shape of the power curve. In this sense,
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this raises another problem: the choice of the method to obtain the power curve. Different
solutions are available, for example, the direct measurement of G and T, a non-linear least-
square curve fitting or using solar forecasting methods. The choice represents a trade-off
between cost and accuracy, due to the fact that the most accurate methods are also the most
expensive to be implemented. Once the actual current-voltage curve is determined, all the
inputs required for the algorithm are available:

• If Pres ≥ PMPP →MPP operation: the PV system will operate at its maximum power
point, so vPV* = vMPP and PPV = PMPP.

• If Pres < PMPP → curtailed operation: the PV system will operate at a voltage vPV* = v
and PPV = Pres.

It can be noticed that, in the curtailed case, two voltage levels are possible for the
same Pres, respectively, on the left and on the right of the MPP: a comparison between both
options is provided in the following.

1.2. Power Ramp-Rate Control (PRRC)

The aim of this strategy is to smooth the active power output oscillations of the PV
system. In particular, the algorithm imposes a maximum rate of variation of the active
power output when variations of irradiance occur. In this case, the criterion to curtail
the power does not come from the absolute value of the active power output but from its
change rate with time [12]. The PV power ramp-rate can be calculated as in Equation (2):

Rr(t) = dPpv/dt (2)

If Rr(t) is higher than the limit value required by the system operator, the voltage vPV*
is perturbed in order to reduce the change rate of the PV power to that value. This kind of
control can be performed both by controlling the voltage (as just explained) or the power.

1.3. Power Reserve Control (PRC)

This control logic can be seen as a particular case of the PLC algorithm. In fact, instead
of imposing a certain constant power output level, in the PRC algorithm the PV output
is regulated as a percentage of the maximum available power in each time instant. This
dynamically changing fraction of the MPP is called Power Reserve (∆P). The output power
is then obtained as:

Pres = PMPP − ∆P (3)

Additionally, in this case, the challenge is to estimate the MPP, since it is one of the
inputs necessary for the controller. The detailed explanation of this algorithm as well
as of the determination of the power-voltage curve (and so of the MPP) is provided in
Section 2, where the complete implementation of a model to control the active power output
of photovoltaic modules in order to enable their capability to participate in the primary
frequency control is described.

This work is focused on the third solution. To better organize the literature review re-
garding PRC, the differences between approaches are outlined under some key aspects: PV
plant model, estimation output, controlled variable, MPP tracking method, and operational
side of the power-voltage curve. The summary of reviewed articles is presented in Table 1.

Table 1. Summary of reviewed articles about Power Reserve Control of PV systems.

N◦ Authors Reference

1 Batzelis et al. [13]
2 Sangwongwanich et al. [14]
3 Li et al. [15]
4 Hoke et al. [16]
5 Riquelme et al. [17]
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The starting point of each work about the power reserve control of a photovoltaic grid-
connected system is the model adopted for the plant itself. There are two main approaches:
the most complete one is the two-stage model [18], which comprehends all the conversion
stages between the modules and the grid. It includes the boost converter to step up the
voltage to the DC-link value, the inverter, and an LCL filter. However, since the actual
power output control is operated on the DC-DC converter, the single-stage model is the most
commonly used in the literature, as represented in Figure 2, where the duty cycle command
is obtained using a control module. The main differences between all the reviewed methods
are found in this control module.
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The logical process of the control block is a sequence of some key operations. First
of all, the maximum power point is estimated in real-time. This calculation can be per-
formed through a variety of techniques. The approach proposed in [13] is probably the
most widespread: the power-voltage curve is estimated from past measurements of power
and voltage, in the current window close to the operating point, through the equation for
the power-voltage curve shown in Section 2. The measurements are referred to the last
temperature value recorded and fitted through a least-squares curve fitting method, whose
output are the five characteristic parameters of the module, as presented in Section 2.
Qualitatively, without entering in the detail of the mathematical formulation, which is not
the focus of this paper, the least squares fitting consist in finding the power-voltage curve
that best approximates the measurements, i.e., gives the lowest difference between the
measurements and the estimated values. A similar approach is used in [14], but with a
combination of a linear and a quadratic approximation. The interesting aspect of [14] is
that, focusing on multi-string PV plants, one string called “master string” is operated at the
MPP, but using the estimation of the MPP of the master as reference, while the others are in
the curtailed mode. A non-linear least-squares fitting is also used in [17], proposing further
and deeper observations about the possibility to follow the actual characteristics of the PV
modules when temperature and irradiance change, and demonstrating that the non-linear
least squares fitting works well also in changing ambient conditions if measurements close
to the MPP or on its right are used. Since the current-voltage curves of PV modules are
almost superposed for different temperatures on the left side, it is not possible to estimate
the correct one if measurements are taken on that side. However, since the temperature
dynamics are slower than the irradiance one, it is possible to operate with measurements
on the left side, at least for short periods. A different method is used in [16]: the MPP is
found using a polynomial function of the irradiance and the temperature, which in this
case, differently from the previous ones, are measured. The coefficients for the polynomial
relation are found by calculating the value of the module current (with Equation (7)) for
all the expected irradiance, temperature, and voltage values, then numerically finding
the power maximums and interpolating them with a linear regression. It is also worth
stating that, in photovoltaic systems, another possibility to find the MPP are the Perturb
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and Observe methods [19], representing the traditional methods of estimation, which in
this case are not useful since the knowledge of the entire power-voltage curve is necessary.

Once the MPP is known for the actual operating condition (so for an irradiance/
temperature pair) the required operating point to deliver the curtailed active power output
desired has to be calculated. The most used control variable is the PV voltage: the voltage
level corresponding to the desired output power is calculated and then it is compared with
the actual voltage applied to the PV system to produce a duty cycle signal by means of a
proportional-integral (PI) controller. This approach is used in [14,16,17]. The same reasoning
is adapted with the power as a reference variable in [13,15], where the desired value of power
is compared with the actual value to produce a duty cycle signal for the boost converter.

It is also important to notice that, for a certain level of curtailed power desired, there
are two options in terms of voltage, respectively, on the left and on the right side of the
maximum power point in the power-voltage curve. The scientific literature does not agree on
which is the best side of the power curve of the PV module to operate the power curtailment.
All the existing algorithms work only on one side. Since the operating condition throughout
the year can be very different, this can be limiting.

In fact, operating on the right side allows a bigger variation range of the power, but at
the same time modest reductions in irradiance can lead to a drop in the power output. This
behavior can be easily explained looking at the characteristic power-voltage curve shape:
reasoning at fixed irradiance, a request of power reduction from the system operator can
be easily satisfied with small variations of the operational voltage. This is intrinsic to the
high slope of the right part of the power-voltage curve. On the contrary, in a context in
which the irradiance variates a lot, if a reduction in irradiance occurs at constant voltage
the power output would immediately reduce, and even become null.

Instead, on the left part of the curve the pros and the cons are shifted due to the lower
slope of the curve: there is a moderate insensitivity to the irradiance, but at the same time
the range of variation of power is very restricted.

From these observations, it can be immediately pointed out how the choice of a single
side of the power-voltage curve for power curtailment can influence the actual capability
of the plant to participate in frequency control. In this sense, it becomes crucial to develop
an algorithm able to adapt the control strategy to the boundary conditions of the problem
(i.e., meteorological conditions, level of power reserve demanded by the system opera-
tor) [17]. This is why the present work adopts the approach proposed in [17], to be able to
work on both sides of the power-voltage curve, exploiting the advantages of the operation
on the two sides as a function of the situation.

Together with the photovoltaic technology, wind turbines are certainly the most ex-
ploited solution to drive the energy sector through the decarbonization. For photovoltaic
systems, the algorithms to control the active power output through the power reserve
control are relatively similar to each other in the logical sequence, but for wind turbines this
does not happen. Indeed, there are different techniques to provide inertial control and, in
particular, primary frequency control. The large variety of solutions is well described in [20].
Primary frequency control with wind turbines is an autonomous response to a change in
system frequency that emulates the governor control of synchronous generators. More
precisely, when a change in frequency is detected, the wind turbine modulates its power
output to respond to this change and help to balance the system. Figure 3 summarizes
different categories of methods for inertial control and primary frequency control in wind
power plants.

First of all, it is important to offer an overview of the different types of wind turbines
present in the market. In general, there are fixed speed wind turbines, semi-fixed speed wind
turbines, and variable speed wind turbines (VSWT) [20]. Fixed and semi-fixed speed tur-
bines have an inertia constant but are smaller with respect to the conventional synchronous
generator ones, due to the lower coupling of induction generators with the grid frequency.
This makes their inertial response lower and slower compared to the conventional genera-
tion [20]. On the other hand, as already mentioned, variable speed wind turbines (which are
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dominant in the market due to their higher efficiency) are decoupled from grid frequency
due to the presence of the power electronics converter, so their contribution to the system
inertia is null. However, it is possible to achieve a short-term inertial response from VSWTs
by introducing an additional control loop in their control system. This control modifies
the operation, allowing the turbine to exploit the kinetic energy of its rotating mass to
modulate the electrical power output of the system and so to contribute to participation in
the inertial control.
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The functioning principle is simple: if the control detects a frequency variation, a
signal is sent to the turbine speed governor or torque governor, temporarily modifying
the power setup according to the magnitude of the frequency variation and enabling the
possibility to exploit an amount of the kinetic energy of the rotor. For example, if an
increase in power output is required to balance a frequency decay, the kinetic energy stored
in the rotor is temporarily released. In this case, an unbalance between the electrical power
injected into the grid and the mechanical power extracted from the wind is created, causing
a deceleration of the rotor (i.e., a decrease in kinetic energy). This slowing down reduces
the lift, discharging aerodynamically the blades, and increasing the stall risk at the bottom
sections of the blade. To avoid stalling, the overproduction period has to be followed by an
underproduction period in which the rotational speed of the rotor is increased [20].

There are different models for the inertial control described in the literature, but
they can be conceptually divided into two main categories: a “simple” inertial control,
which takes into account just the absolute value of the frequency deviation ∆f or the
frequency derivative df /dt, or an inertial-droop control, which takes into account both. The
first category is presented for example in [21,22], while the second is adopted in [23,24].
The inertial-droop approach allows for a very fast inertial control as well as an active
power support more extended in time. An extended explanation of this kind of control
is given in Section 2, since is the one adopted in the present work. The droop concept
for VSWTs is analogous to the synchronous generators one. There are two main types of
droop control: fixed or variable droop value. The second is more accurate in responding to
frequency deviations, since it depends on wind and power reserve conditions [25] or on the
RoCoF [24,26]. Indeed, it ensures improved system stability and avoids reserve exhaustion.
The drawbacks of this kind of control are intrinsic to the physical behavior of the rotor
during frequency oscillations. In fact, when the rotor slows down, it has always to respect
aero-mechanical limits and avoid stall, keeping a safety margin; consequently, the control is
limited, especially for low wind speeds. Furthermore, while the operational life in normal
operation has been extensively tested at industrial levels, the operation with inertial control
enabled has not, leading to the prescription of a practical utilization of this kind of control
in only a few situations by the grid codes [20]. Another issue is related to the fact that,
to re-accelerate to optimal speed, the power released to the grid has to be lower than the
one coming from the wind. This implies that, for a certain time interval, the power output
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of the turbine is lowered to recover kinetic energy, delaying frequency recovery and, in
some situations, requiring an extra number of reserves to prevent a “double-dip” in system
frequency, increasing the risk of triggering protective relays at the substation level and
causing blackouts [27].

In normal operation, wind turbines follow the MPP to extract the maximum energy
available from the wind, achieving the highest aerodynamic efficiency possible. However, if
an underfrequency event happens (i.e., the load increases its power), with such an operation
there is no margin to respond to the frequency variation. On the other hand, through de-
loading, the operation is shifted from the maximum power point to a sub-optimal one,
keeping a power margin to face that event [28]. To work in a de-loaded condition, it is
sufficient to reduce the coefficient of performance of the turbine (Cp), which is a function of
the tip-speed ratio (λ) and of the pitch angle (β). The tip-speed ratio is proportional to the
rotor rotational speed (ωr). Consequently, it immediately derives the two possibilities to de-
load the wind turbine: working in a rotational overspeed condition (as in [29]) or through a
pitching control. Usually, rotor overspeeding is applied when the rotor speed is low, while
for a rotor speed equal or higher than the rated one the pitch control technique is used [30].
The de-loading of wind turbines has some limitations that historically confined it to very
few practical applications. First of all, similarly to what happens in the power curtailment
of photovoltaic plants, the de-loading leads to a reduction in the annual capacity factor of
the turbine. At the same time, overspeeding can reduce the turbine’s life. To determine the
power set-point, accurate wind speed measurements are important, otherwise incorrect or
rough estimations can highly affect power output and turbine life [20].

2. Model for a Small Island Power System with Renewable Generators Participating in
the Primary Frequency Control

After an overview of the techniques that allow the considered renewable generators
to participate in the inertial and primary frequency control, it is important to go through
the model developed in this work.

The negative effects on stability due to a massive presence of variable renewable
sources are more severe in small and isolated power systems, due to a lack of interconnec-
tions with other systems and to their limited inertia. For this reason, many studies have
assessed the impact on the frequency stability in small island power systems [29,31]. In this
work, a generic small island power system has been considered, i.e., the most challenging
situation, to evaluate the coordinated effect on frequency stability of photovoltaic modules
equipped with a power reserve control and wind turbines with inertial control enabled.
The models described in the following have been developed using the Matlab/Simulink
software, which allows for easily the observation and study of a large variety of scenarios.

This section starts with an overview of the complete model to offer a general intro-
duction to the problem and it continues with the detailed description of the different
subsystems of the model.

2.1. Assumptions of the Model

Before starting to describe the model, it is important to state the fundamental as-
sumptions on which it is based, which are necessary to understand the work and its main
objectives.

The most important observation regards the power system representation: in primary
frequency control studies, i.e., in the time frame from 1 to 100 s, it is a common practice
to schematize it using the Load Frequency Control (LFC) approach. In fact, in such prob-
lems, the time constants of the electromechanical variables are much smaller than the ones
representing the dynamics of the mechanical variables of synchronous generation prime
movers [32]. Furthermore, the time constants of the wind turbines and photovoltaic con-
verters are very small, justifying this approach [24]. Due to this reasoning, the equivalent
inertia constant of the system is the key parameter to obtain the dynamic frequency charac-
teristics [33], together with the load damping constant, which describes the sensitivity of
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load power to the frequency variations [32]. This allows for the representation of the entire
system response just through a transfer function block, making the problem at the same time
easier to be modeled (the system is not modeled node by node) and more general. A similar
kind of reasoning is related to the generation blocks. Indeed, since the only aim of this
work is to observe the inertial and the primary frequency responses, each single generating
unit is not represented, all of the same type are aggregated in equivalent generating units.
This is valid in particular for the variable speed wind turbines and for photovoltaics. The
same principle is applied to the load, which is schematized as a unique block. The main
advantages of this approach are the simplicity and the versatility of the results to a lot of
practical cases, while the main drawback is the losing of detail.

To account for the penetration of the different generating sources in the energy system,
a participation factor (pi) is used, which represents the fraction of the total power of the
system which is generated by the i-th source.

Other assumptions, which are quite usual in this kind of study, are related to the ambi-
ent conditions. In the simulations, the effects of variable wind speed, variable irradiance, and
ambient temperature are considered. At the same time, the non-uniform distribution of the
wind resources among different wind turbines is neglected, since they are considered as an
aggregate; the same happens for photovoltaic modules, which work under the assumption
of uniform radiation, and shading is neglected.

2.2. Overview of the General Model

The upper layer of the model of the system under study is shown in Figure 4. It
represents a small isolated power system, comprehending three kind of generating plants:
a reheated steam turbine, wind turbines and photovoltaic units. It has to be specified that
the total generated power (that in equilibrium condition equals the load power), as well
as the power of the three generating blocks, vary with the magnitude of the participation
factors. In fact, in this kind of study, the importance is related to the relative weight of
the three generating blocks rather than to the absolute magnitude of the system, since it
is based on per unit variations in a reference common basis. This concept is particularly
relevant for simulations at different participation factors, as the ones presented in Section 4.
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study. Each of the three generation blocks produces a signal of variation of power in per
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unit with respect to the steady state value (dPi), which is the power corresponding to the
initial condition:

Pi,0; Σi (Pi,0) = Pload,0 (4)

Indeed, all the simulations are initialized to have a dPi [pu] = dPload [pu] = 0, corre-
sponding to a frequency value equal to the rated one, which is 50 Hz (i.e., ∆f = 0).

The three signals of variation of power of the generating blocks are initially in per
unit with respect to the generator nominal power, so they require to be weighted to obtain
the equivalent variation on a common basis (the sum of the nominal powers of the three
generators blocks): each of them passes through a gain block in which it is multiplied by its
participation factor, as in Equation (5). The dPload, on the contrary, is already defined in per
unit common basis.

dPi[pu_common basis] = pi dPi[pu] (5)

For simplicity, from now on, “common basis” is omitted in the equations. Then, the
four dP signals are summed up to obtain the instantaneous power unbalance of the entire
system:

dPtot[pu] = Σi (dPi[pu]) − dPload[pu] (6)

A non-negative power unbalance leads, through a transfer function, to a frequency
deviation from the nominal value. The transfer function describes the frequency response
behavior of the system. The meaning is captured by two parameters: Heq is the equivalent
inertia constant of the synchronous generator present in the system, and D is the damping
constant of the load, which represents the sensitivity of the load power to the frequency
variations. The function output is the signal representing the frequency variation in per
unit with respect to the nominal value, which is also one of the metrics to evaluate the
system behavior in the analysis presented in Section 4. The frequency variation signal is
also the main input to the controllers of the three generators. Indeed, the synchronous
one is traditionally able to respond to a change in system frequency by adapting its power
output, but in this study also photovoltaics and wind turbines are, thanks to the presence
of the power reserve control block (PRC) and the inertial control block, respectively.

After this brief introduction, a more detailed analysis of each block is required, to un-
derstand the modeling of the generators as well as the functioning of the above-mentioned
controllers.

2.3. Photovoltaic Generators Model

One of the three generating blocks represents the photovoltaic modules present in
the system. The modeling of this block is quite challenging, requiring a lot of different
literature sources as well as customized solutions to improve its functioning. Figure 5 gives
an overview of the model.

The model is divided into two subsystems: the upper one contains the electrical model
of a photovoltaic string, while the lower block represents the control system of the PV string
modified to implement the power reserve control. Observing the inputs, some observations
can be performed:

• Irradiance and cell temperature are the two ambient conditions that mainly influence
the performance of the photovoltaic modules. They are assumed to be measured in
real time: this is a strong assumption, which implies higher costs with respect to other
solutions such as non-linear least squares fitting methods. This assumption comes
from the fact that the aim of this work is centered on the control logic, not on the
determination of the irradiance and cell temperature.

• The reserve signal is produced by another subsystem that is presented in the following.
It is sensible to frequency variation: if the frequency is at its nominal value, the reserve
level is fixed at a certain value imposed by the steady state conditions. When the
frequency oscillates, the reserve level is adapted automatically to face this variation.
Of course, this signal is required by the control system to calculate the operating PV
string voltage corresponding to a curtailed operation.
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• The last external input, indicated with Side, represents the desired operating side
of the power-voltage curve for implementing the reserve control. In this work, the
innovative approach proposed in [17] has been adopted, which allows, depending on
the requirements, to operate on both sides of the power curve, by simply switching
this input value.

The control system receives these four inputs, as well as the measurement of the actual
voltage applied to the PV string, and calculates the maximum power point, the corresponding
voltage, the reference voltage to operate in the desired curtailed condition and, above all, a
duty cycle signal for the boost converter necessary to impose that desired operation to the
PV string.
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Figure 5. Photovoltaic system model: (a) General flowchart showing the electrical model (left block)
and the voltage control (right block); (b) Simulink implementation, including the electrical model
(upper subsystem) and the voltage control (bottom subsystem).

The general diagram of the voltage control subsystem is shown in Figure 6.
This subsystem is mainly composed of a function and a PID controller. The function

is the most important element of the PV system, since it contains almost all the features
that characterize the PV model proposed in this work. For this reason, it is appropriate to
explain how the function works to obtain vref, i.e., the control variable of the PRC.
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The first aim of the function is the determination in real-time of the power-voltage
characteristic of the module. As already observed in Figure 1, there is a strong dependence
of the shape of the power-voltage curve on the environmental conditions. This means
that the model has to properly account for this fact. Two of the characteristic parameters
present in the datasheet of all the photovoltaic modules, the open-circuit voltage (Voc) and
the short-circuit current (Isc), participate in solving the equations and are impacted by
irradiance and temperature. This means that, to be precise, they have to be adapted to the
actual environmental conditions. In the literature, different approaches are proposed to do
so, which are reviewed in [34]. In this work, the following correlations have been used:

Isc = Isc,ref G/Gref [1 + αsc (Tcell − Tcell,ref )] (7)

Voc = Voc,ref [1 + βoc (Tcell − Tcell,ref )] + 54.68511·10−3 log(G/Gref) +
5.973869·10−3 log(G/Gref)2 + 761.6178·10−6 log(G/Gref)3 (8)

The Single-Diode Model (SDM) of the photovoltaic cell [35] adopted in this work is
characterized by five parameters: Iph,cell (also called IL) is the photocurrent, Is,cell is the
saturation current of the diode (also called I0), n is the diode ideality factor, and Rs,cell
and Rsh,cell are the series and shunt resistances, respectively. The electrical variables of
interest are the PV cell terminal voltage (Vpv,cell) and current (Ipv,cell) [35]. The parameters
solve the implicit equation describing the current-voltage characteristic of the cell (which is
extendable to the module):

I = IL − I0

{
exp

(
V + Rs I

n Vth

)
− 1

}
− V + Rs I

Rsh
, (9)

where Vth is the thermal voltage. In principle, all the parameters necessary to solve the
equation can be calculated numerically as in [35]. On the other hand, to estimate IL and I0,
Equations (10) and (11) can be used, respectively [35]:
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IL ≈
Rs + Rsh

Rsh
Isc, (10)

I0 ≈
(Rs + Rsh)Isc −Voc

Rsh
exp

(
−Voc

n Vth

)
. (11)

Once the current is known for each voltage between 0 and the actual Voc, the power
curve is easily obtained as the product between it and the corresponding voltage. Once the
power-voltage characteristic is known, the maximum power point can be easily extracted,
as well as the corresponding voltage level. Indeed, the MPP is found as the maximum of
the power-voltage curve. In the last part of the function, the reference voltage for the power
reserve control is found. In particular, knowing the desired reserve amount, it is possible to
calculate the corresponding power. Once this is known, an operational side of the power
curve is imposed through an external signal, determining the reference voltage (vref) thanks
to a simple minimization problem and finding the voltage vector element on the desired
side, which corresponds to the calculated curtailed power.

The reference voltage signal is then compared with the actual voltage applied to the
module. The associated PI controller acts on the duty cycle signal to minimize the difference.
Indeed, the output signal of the voltage control subsystem is the duty cycle, which is
imposed to the DC-DC boost converter in order to set the module (the series) voltage to the
desired value.

The second subsystem forming the photovoltaic system block is the one containing
its electrical model, which is in practice the object of the control subsystem’s operation.
It is basically composed of a PV array in parallel with a capacitor and a boost converter.
The DC-DC converter connects these elements to a DC-link, whose voltage for the aims
of this work is assumed to be fixed to 230 V, as common practice in the literature when
studying the power reserve control of a PV system [17]. In practice, the single-stage PV
model already mentioned (as shown in Figure 2) has been used. The corresponding Simulink
implementation is the subsystem diagram presented in Figure 7.

Appl. Sci. 2022, 12, 11126 13 of 31 
 

Isc = Isc,ref G/Gref [1 + αsc (Tcell − Tcell,ref)] (7) 

Voc = Voc,ref [1 + βoc (Tcell − Tcell,ref)] + 54.68511∙10−3 log(G/Gref) +  
5.973869∙10−3 log(G/Gref)2 + 761.6178∙10−6 log(G/Gref)3 (8) 

The Single-Diode Model (SDM) of the photovoltaic cell [35] adopted in this work is 
characterized by five parameters: Iph,cell (also called IL) is the photocurrent, Is,cell is the satu-
ration current of the diode (also called I0), n is the diode ideality factor, and Rs,cell and Rsh,cell 

are the series and shunt resistances, respectively. The electrical variables of interest are the 
PV cell terminal voltage (Vpv,cell) and current (Ipv,cell) [35]. The parameters solve the implicit 
equation describing the current‒voltage characteristic of the cell (which is extendable to 
the module): 𝐼 =  𝐼 − 𝐼 ൜exp ൬𝑉 + 𝑅௦ 𝐼𝑛 𝑉௧ ൰ − 1ൠ − 𝑉 + 𝑅௦ 𝐼𝑅௦ , (9) 

where Vth is the thermal voltage. In principle, all the parameters necessary to solve the 
equation can be calculated numerically as in [35]. On the other hand, to estimate IL and I0, 
Equation (10) and (11) can be used, respectively [35]: 𝐼 ≈ 𝑅௦ + 𝑅௦𝑅௦ 𝐼௦, (10) 

𝐼 ≈ ሺ𝑅௦ + 𝑅௦ሻ𝐼௦ − 𝑉𝑅௦ exp ൬−𝑉𝑛 𝑉௧൰. (11) 

Once the current is known for each voltage between 0 and the actual Voc, the power 
curve is easily obtained as the product between it and the corresponding voltage. Once 
the power‒voltage characteristic is known, the maximum power point can be easily ex-
tracted, as well as the corresponding voltage level. Indeed, the MPP is found as the max-
imum of the power‒voltage curve. In the last part of the function, the reference voltage 
for the power reserve control is found. In particular, knowing the desired reserve amount, 
it is possible to calculate the corresponding power. Once this is known, an operational 
side of the power curve is imposed through an external signal, determining the reference 
voltage (vref) thanks to a simple minimization problem and finding the voltage vector ele-
ment on the desired side, which corresponds to the calculated curtailed power. 

The reference voltage signal is then compared with the actual voltage applied to the 
module. The associated PI controller acts on the duty cycle signal to minimize the differ-
ence. Indeed, the output signal of the voltage control subsystem is the duty cycle, which 
is imposed to the DC-DC boost converter in order to set the module (the series) voltage to 
the desired value. 

The second subsystem forming the photovoltaic system block is the one containing 
its electrical model, which is in practice the object of the control subsystem’s operation. It 
is basically composed of a PV array in parallel with a capacitor and a boost converter. The 
DC-DC converter connects these elements to a DC-link, whose voltage for the aims of this 
work is assumed to be fixed to 230 V, as common practice in the literature when studying 
the power reserve control of a PV system [17]. In practice, the single-stage PV model al-
ready mentioned (as shown in Figure 2) has been used. The corresponding Simulink im-
plementation is the subsystem diagram presented in Figure 7. 

 
Figure 7. PV electrical subsystem diagram. Figure 7. PV electrical subsystem diagram.

To fully describe the photovoltaic system, it is necessary to specify another aspect: how
the adaptation of the active power output happens in response to a frequency change. This
is implemented partially in the voltage control block, but to close the loop, it is important
to notice how the reserve input signal is generated. The reserve adaptation block (PRC in
Figure 4) receives the per unit frequency deviation as an input. The reserve is adapted
through a droop characteristic so that the output variable is changed proportionally to the
input one. In this case, the reserve is increased if the frequency increases, i.e., the power
produced is reduced by working away from the MPP.

It is fundamental to set a proper droop value. To do so, extensive tests have been
performed. On the one hand, a too high droop constant means that the reserve varies very
slightly, providing insufficient help to the primary frequency control. On the other hand, a
too low droop constant leads to a reserve depletion or to an extremely low power production.
As a compromise, a value of 0.05 has been used, which is identical to the droop constant of
the synchronous generators presented in the following of this work.

The rest of constants used can be found in the Appendix A.
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2.4. Variable Speed Wind Turbines Model

There are many different solutions when designing a wind turbine. For example, there
are several types of generators that can be coupled to the rotor. In this work, a variable-speed
wind turbine using a DFIG (doubly fed induction generator) with pitch control enabled has
been chosen as representative.

The block diagram of the model is presented in Figure 8 [36]. This layout is formed by
five subsystems interacting with each other. Following a conceptual path from the wind
speed to the output power: a predefined Simulink wind turbine block, which receives
the wind speed, the low-speed shaft rotational speed, and the pitch angle signals and
calculates the mechanical torque applied to that shaft; this torque signal is compared in the
mechanical system (which represents the gearbox mechanisms) with the torque applied
to the DFIG generator and the rotational speeds of the two shafts are calculated through
a first-order dynamics represented by a transfer function; the high-speed shaft signal is
used in the speed governor block to calculate the new power setup, compared in the same
block with the actual power to calculate the reference generator torque; in the DFIG, simply
modeled through another first-order dynamics, the reference torque is imposed to the
generator; and a pitch control block adapts the pitch angle, if necessary, as a function of
the high-speed shaft rotational speed, to limit the output power to the maximum value for
wind speeds higher than the nominal one.
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The inertia control is grafted in this model inside the speed-governor block. In partic-
ular, a multiplication factor fK,opt (which is calculated in the inertial control block) called
signal for the optimization zone is used to shift the operation of the wind turbine from the
MPPT curve to other curves by exploiting the kinetic energy of the rotor (Figure 9). This
method is called the Extended OPPT Method [24]. The control function of the method is
shown in Equation (12). As can be observed, fK,opt depends both on the frequency deviation
and on the time derivative of the frequency. Indeed, the effectiveness of this virtual inertia
algorithm depends both on the magnitude of the frequency disturbance (through ∆fs and
dfs/dt) and on the initial kinetic energy stored in the rotor before the disturbance.

fk,opt = [ωg0[pu]/(ωg0[pu] + kvir ∆fs[pu])]
3 −Wvir K0/(Kopt ωg0[pu]

3) fs[pu] dfs[pu]/dt, (12)

where:
K0 = 2 ωg0[pu]/ωs0[pu] kvir HWT, (13)

and ωs0[pu] is the pre-disturbance rotational speed corresponding to the system frequency,
1 p.u.
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The inertia control block simply implements these equations in a block diagram,
providing the fK,opt signal as the final output, which, as already mentioned, is used to shift
the operating point of the turbine.

Looking at the P-ω chart in Figure 9, it is possible to understand the functioning of
the OPPT algorithm. Under the hypothesis of constant wind speed and normal operating
conditions, the generator will deliver a power PA associated with a rotational speed ωg0. If
an underfrequency event happens, caused for example by a mismatch between the injected
and the consumed power in the system, an increase in the power output of the turbine will
be required to reduce the frequency oscillation as much as possible. In particular, the non-
null values of ∆fs and dfs/dt will activate the inertial response emulation of the wind turbine,
with a consequent shift of the MPPT curve upwards (A→ B). The higher the severity of the
underfrequency event (and so the magnitude of ∆fs and dfs/dt), the higher will be the value
assumed by PB. In this situation, the imbalance between the active power extracted from
the electric generator and the mechanical power delivered at the turbine shaft will cause a
deceleration of the rotating masses of the turbine, testifying to the exploitation of the turbine
kinetic energy. This deceleration moves the operational point to the left (B→ C), reaching a
new equilibrium condition when PC coincides with PA; this is a situation that corresponds
to a balance between the mechanical power delivered by the turbine and the active power
extracted by the generator (PC). When the support is not necessary anymore, the system
returns to the initial state (C→ A), preparing it for future requirements [24].

Putting together these two renewable generators with a reheated steam turbine (mod-
eled as in [32]), the scheme proposed before in Figure 4 is obtained, which is the one on
which the following simulations have been performed.

3. Simulations Summary and Metrics to Evaluate the Results

To be as clear as possible, after showing the model layout, this section lists the simula-
tions performed, with particular attention on detailing the aim of the different simulation
categories and the metrics that will be used in next section to evaluate the results.

It is important to remember which situation this model is describing: a small island
power system characterized by the presence of three equivalent generating units (PV, wind,
and synchronous generator) and an equivalent load, which can be seen as a grouping of
all the smaller loads present in the island. This situation, in fact, is the one in which a
mismatch between the active power produced and consumed can have more serious effects
on frequency stability, due to the small size of the power system, its lack of interconnections
due to the remote geographic position, as well as the high penetration of renewable sources
that is usually observed on the islands.

The simulations can be divided into some categories, as a function of the perturbation
introduced with respect to a common reference condition. It is thus fundamental to describe
this reference condition before going on. The common reference condition that has been
chosen from now on will be indicated with “base case” and is characterized as follows:

• Participation factors of the three equivalent generating units: pwind = 0.2; psynchronous =
0.7; ppv = 0.1 (30% of renewable penetration on nominal power basis).
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• Heq = 2.88 s [24]; D = 1 [32].
• Incoming wind speed at t = 0 s: 9.6 m/s for constant wind simulations; 11.457 m/s for

real wind profile simulations.
• Irradiance at t = 0 s: 1000 W/m2.
• Cell temperature: 25 ◦C.
• Constant load power requirement.

In each simulation, a modification with respect to this base case is introduced to study
different aspects linked to the frequency stability. As stated before, the simulations can be
grouped as a function of the perturbation introduced. In particular, the situations compiled
in Table 2 have been studied.

Table 2. Simulation groups and aims.

Simulation Group Aim

Load active power step
up/down

Observing the frequency response of the system after a sudden
variation of the load power for different step magnitudes

Small sinusoidal oscillations +
step of load active power

Observing the frequency response of the system to small and
continuous variations of the load, i.e., similar to the real

behavior, and to a step if a part of the reserve is already in use to
balance the small variations

Variable environmental
conditions (real wind speed

profile, irradiance variations)

Understanding how the system responds to environmental
condition changes, as well as to a sudden load power variation

in such a situation

Variable participation factors Understanding what is the impact of an increasing penetration
of renewable sources on the system’s frequency stability

Furthermore, to have other points of view on the system, each simulation is performed
on four different versions of the complete system:

• Primary frequency control provided only by the synchronous generators (wind tur-
bines without virtual inertia control, PV without power reserve control).

• Primary frequency control provided by synchronous generators and wind turbines
(Extended OPPT Method enabled).

• Primary frequency control provided by synchronous generators and photovoltaic
strings (Power Reserve Control enabled).

• All the generators participate in the primary frequency control (from now on it is
denoted as complete FC).

The first scenario is representing the current situation in most of the power systems,
since the renewables are mostly operated in their MPP condition. The fourth scenario, on
the other hand, could represent a future situation in which renewables are flexible and able
to help synchronous generators (or displace them) in balancing the frequency of a power
system. This captures the interaction between the various controllers, the help that the
renewables controlled with the updated logics can provide to the system, and the impact of
each technology in frequency stabilization.

The final summary of the simulations performed on the model is reported in Tables 3
and 4. A number has been used to designate each of them, so that the results can be
commented in a clearer way.

As is probably noticed, this work does not analyze the case of a generator loss. Indeed,
this kind of model is not capable to catch that kind of event, excluding a loss of a part of the
photovoltaic generation. This is intrinsic to the model developed for the system, in which
the generators have to be intended as an “equivalent” of all the similar generating units
present in the system. With some modifications, it is just possible to model the loss of the
entire fleet of wind or synchronous generators. For PV, since a gain block is included at the
output of the subsystem, it could be used to model a partial loss of generation.
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Table 3. Summary of Simulation 1–8.

N◦ Simulation Features

1 Step up Pload +1%

2 Step down Pload −1%

3 Step down Pload −2%

4 Step down Pload −10%

5 Small sinusoidal variation of Pload (amplitude 5‰) + step down Pload −10%

6 Real wind profile

7 Real wind profile + step down Pload −10%

8 Steep irradiance ramp up—ramp down

Table 4. Summary of Simulation 9–17.

N◦ Simulation pwind psynchronous ppv

9 0.3 0.6 0.1

10 0.4 0.5 0.1

11 0.5 0.4 0.1

12 0.2 0.6 0.2

13 0.2 0.5 0.3

14 0.2 0.4 0.4

15 0.3 0.5 0.2

16 0.4 0.3 0.3

17 0.4 0.2 0.4

Before presenting the simulation results, it is important to define quantitative instru-
ments that can help in interpreting them. Indeed, the next section includes both qualitative
analysis on the results and quantitative observations to catch some important concepts. It is
first of all required to report a definition of primary frequency adequacy. As stated in [37],
a primary frequency control is adequate if it is able to ensure an uninterrupted delivery of
electricity after a sudden imbalance between generation and demand, i.e., if it is capable of
arresting and stabilizing the frequency deviation without exceeding the limits imposed by
grid codes.

In this work, the following metrics are used:

• Frequency nadir [Hz]: it is a direct measure of the primary frequency control adequacy.
It is calculated as the maximum/minimum value of frequency deviation occurring
after an active power imbalance. The closer it is to the nominal frequency, the better.

• RoCoF [Hz/s]: it is the time derivative of the system’s frequency. The smaller it is, the
better for the system.

• Nadir-based frequency response: it expresses how good the primary frequency control
has performed in stabilizing the frequency after a perturbation. It can be calculated
as [37]:

Nadir-based frequency response = ∆Pperturbation/∆fnadir. (14)

4. Simulation Results

Once the model has been presented in detail, it is now possible to finally match the
modeling part with the conceptual part. Indeed, the previous sections have not addressed
with quantitative and qualitative considerations the core of this work. It is interesting to



Appl. Sci. 2022, 12, 11126 18 of 31

approach the problem about the primary frequency control with some major questions:
How the increasing penetration of renewable generators affects it? Is the possibility of
including them in the provision of this ancillary service effectively helping the system and
encouraging the displacement of conventional ones?

This chapter is trying to answer these questions both qualitatively, commenting some
graphs, and quantitatively, thanks to the metrics proposed earlier in Section 3. For the sake
of clarity, the results are divided and commented on by groups of simulations.

4.1. Load Power Step Up/Down

The first and simpler test to analyze the frequency response of a dynamic system is
obtained by observing its behavior after a step perturbation. In this case, the step is an
instantaneous change of the load power (Pload). This situation is extremely simplified with
respect to what happens during the normal operation of a power system, but nevertheless
this test is really important to take a first look at the effectiveness of the ability of the
primary frequency control in stabilizing the frequency.

In the small island system that is described here through an LFC approach, a sudden
step change of the load power is more likely to happen as a reduction. In other words, it
is more common that the load decreases suddenly (for example due to a disconnection of
an industrial user) than the vice versa. This is why the maximum amplitude tested for the
steps in the reduction is higher than the one in the step up of the load power.

The first plot reported regards Simulation 1, in which the load suddenly increases its
power by 1%. Figure 10 shows the frequency oscillation of the system due to the consequent
imbalance between generation power and load power.
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First of all, it can be observed that an increase in the load power causes a decrease in
the frequency. In Figure 10, the frequency nadir can be easily individuated as the minimum
of the frequency in the time plot. Observing it in the four scenarios: as expected, in the
absence of frequency response capabilities from the renewable sources (w.o.FC), it is lower
than in the other three scenarios. Indeed, it is equal to 0.9983 pu (49.915 Hz) against the
0.9990 pu (49.95 Hz) in case all the generators participate in the primary control (cFC).
It is evident how the intervention of wind and photovoltaic generators in stabilizing the
frequency is helping the system, since they reduce the magnitude of the nadir and, after a
few instants, they also reduce the oscillations of the system’s frequency and the stabilization
time. The superposition of their effects lead to the behavior in purple, which is one of the
scenarios in complete FC, i.e., all the generators participate in the primary frequency control.



Appl. Sci. 2022, 12, 11126 19 of 31

Of course, since this work focuses just on the primary (and inertial) frequency control,
the final value of the frequency is not the nominal one, that requires also the actions of the
secondary and tertiary control to be restored.

Looking at the RoCoF plot in Figure 11, it can be seen that the PV system produces
oscillations that increase the RoCoF in proximity of the step. This is a negative fact, which
would require an additional PRRC to be solved, that reflects also on the complete FC scenario.
After the peak of the RoCoF, anyway, the scenario for which it is higher is the one without
frequency control. This allows for the understanding that the PRC for the PV system is
capable of containing the frequency and the RoCoF in the instants after a sudden variation
in the load power. On the other hand, the wind virtual inertia operates very well both
during and after the load power step.
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Remarkably similar results are obtained from Simulation 2 as shown in Figure 12: a
negative step of load power of the same amplitude produces the same behavior of the
frequency but mirrored to an increase in frequency. The nadir is also simply mirrored
upwards with respect to Simulation 1: in the scenario with the renewables with disabled
frequency control, it is equal to 1.0017 pu, while for the complete FC it is equal to 1.0010 pu.
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In the next simulations, larger steps are introduced. Due to the similarity already
discussed between the first two, they are expected to produce a frequency waveform with
the same shape but a different amplitude (dilated by a factor of 2 and 10, respectively).
Looking at the results for Simulation 3 shown in Figure 13, this expectation is confirmed.
This behavior is caused by the constancy of the load damping constant and of the inertia of
the synchronous generator, which do not depend on the step amplitude.
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It can be also observed that the time required to stabilize the frequency is practically
independent on the step amplitude, since in all the simulations the new steady state
condition after the load power step is reached almost at the same time instant.

These kind of results are coherent also with the plots for Simulation 4 shown in
Figure 14. In this case, such a large loss of load could be associated with the disconnection
of an industrial user, and it is evident how large the frequency variation associated with
this loss is. The nadir reached in this extreme case is equal to 1.0175 pu (50.875 Hz), which
is not compliant with many grid codes, for the “traditional” renewables control scenario. In
the case of the updated control, on the other hand, the nadir is equal to 1.0106 pu (50.53 Hz),
which also exceeds the upper frequency limit but is lower than the previous, highlighting
the huge benefit introduced.
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It is very interesting to observe how the different generators contribute to the frequency
control by adapting their power, as shown in Figure 15.
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It is clearly visible how the two renewables reduce their power to face a decrease in
load. This helps the synchronous generator in containing the frequency increase: it can be
seen that the steam turbine power reduction in the case of the complete FC is less intense
than that in the case of the frequency control operated just by themselves. The stabilization
effect is also emphasized by the reduction in the oscillations after the nadir, that further
facilitates the intervention of the synchronous generator.

Considering the third metric (nadir-based frequency response), it has been shown
with these numerical results that it is practically the same in all the four simulations for
what concerns the conventional scenario, while in the case of the complete FC it is a little bit
lower in increasing the step magnitude.

4.2. Small Sinusoidal Oscillations and Step down Load Active Power

In the previous case, before the perturbation, the reserve was entirely available to
stabilize the frequency due to its load power constancy. This is far from the reality of a
power system: the load continuously oscillates, entailing that a part of the reserve is already
involved in the stabilization of the frequency. This means that if a sudden perturbation of
the load power happens the system has less reserve available to face the variation.

The aim of this second type of simulations is to address how the continuous and small
variability of the load affects the primary frequency control and its capability to face a step
in load power, as well as to understand if the designed control for renewables is able to
catch and follow these small load oscillations. The load power oscillations introduced in
this simulation have an amplitude of 0.005 pu. The resulting frequency of Simulation 5 is
presented in Figure 16.

It can be observed that the system with a complete FC needs some seconds to adapt to
the sinusoidal variation of the load, but then it is able to follow it without problems. It is
also possible to appreciate the huge reduction in the frequency nadir with respect to the
base scenario, which is a fact that testifies one more time to the effectiveness of the updated
control of the renewable generators. After the frequency peak, both systems are able to
follow the sinusoidal oscillations of the load, but of course in the complete FC scenario the
stabilization of the frequency is more evident and requires less time to be reached.

This simulation is particularly important for the validation of the innovative control
of the renewables, since it is closer to the normal behavior of the load power.
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4.3. Variable Environmental Conditions

Two of the major drawbacks of renewables are the difficult predictability and the high
variability of their primary resources, i.e., the wind and solar irradiance. In the field of
primary frequency control, which takes place in the time window of a few seconds after a
disturbance, this variability affects their response, especially for what concerns the wind
energy. If the sun variations are fast but occur less frequently, the wind variations are huge
and occur continuously. In this sense, the most critical situation is represented by windy
days with some small clouds, in which both the wind and the irradiance are very variable.

The aim of these tests is to understand how much the variability of the renewable
source affects primary frequency control if the renewables are rigid and they do not
participate in it and, on the other hand, in the case they are able to modulate their power
output to smooth their power variations. Furthermore, as for the second group, a part of
the reserve will be already occupied to balance the natural variability of the resource, so, in
case of a perturbation of the load, the reserve level could be less than the nominal amount.

The first analysis regards the most critical of the two resources: wind. In Simulation 6
and 7, the system is tested in the four scenarios with a real high variable wind profile. The
wind profile has been downloaded from a DTU database of measurements in [38] and has
the shape depicted in Figure 17.
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The profile has been used as an input for the wind turbine system, which is not
anymore free to adapt its output only to balance the frequency: now it also has to face a
variable availability of the wind resource. This means that a part of the reserve could be
already involved in the balancing of the frequency consequent to a wind speed variation,
reducing the capability to counter a step of load power.

Simulation 6 studies the effect of the variable wind profile on the frequency. In partic-
ular, it is interesting to observe the response in the case of the wind turbine with virtual
inertia control enabled compared with the base case without frequency response capabil-
ities. The results are shown in Figure 18. In this simulation, the variability of the wind
has been introduced after 64 s, so that its effects are more visible starting from a steady
state condition.
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In the base case without frequency control enabled, the wind turbines modulate their
power to always produce at their maximum. This means that they do not detect that their
behavior is causing the system’s frequency to oscillate. It is possible to observe, indeed, that
the frequency has a number of peaks in correspondence with the peaks of the wind speed.
This trend will stress the system, requiring an intense control action from the synchronous
generators.

On the other hand, if the wind turbines are able to exploit their kinetic energy using the
Extended OPPT method, it is evident how they smooth their power variation, producing
lower peaks and stressing the power system less.

Looking at the largest nadir reached in the variable wind period, in the first scenario it
is equal to 0.9975 pu (49.875 Hz), while in the updated scenario is 0.9977 pu (49.885 Hz). The
reduction in the nadir is not so pronounced between the two, but the benefits consequent
to the introduction of the Extended OPPT Method are evident considering the trend of
frequency, since the amplitude of each oscillation is lowered. This fact is confirmed by the
plot of the RoCoF, which highlights how the rate of variation of frequency is slower and
smoother in the second scenario (Figure 19).

For what concerns the irradiance variation, Simulation 8 has been inspired by the
dynamic EN50530 test, which is recognized as one of the techniques to evaluate the MPP
tracking effectiveness [19]. It consists of a sequence of ramping up, constancy, and ramping-
down the solar irradiance hitting the module. In this case, it has been adapted to model
the shading of PV modules consequent to the passage of a small cloud. As can be seen in
Figure 20, it consists of a steep ramping down (100 W/m2/s) from the nominal irradiance
of 1000 W/m2 to 300 W/m2. Then, for few seconds, the irradiance remains low due to the
shading and then it increases with the same steepness again to its nominal value.



Appl. Sci. 2022, 12, 11126 24 of 31

Appl. Sci. 2022, 12, 11126 24 of 31 
 

In the base case without frequency control enabled, the wind turbines modulate their 
power to always produce at their maximum. This means that they do not detect that their 
behavior is causing the system’s frequency to oscillate. It is possible to observe, indeed, 
that the frequency has a number of peaks in correspondence with the peaks of the wind 
speed. This trend will stress the system, requiring an intense control action from the syn-
chronous generators. 

On the other hand, if the wind turbines are able to exploit their kinetic energy using 
the Extended OPPT method, it is evident how they smooth their power variation, produc-
ing lower peaks and stressing the power system less. 

Looking at the largest nadir reached in the variable wind period, in the first scenario 
it is equal to 0.9975 pu (49.875 Hz), while in the updated scenario is 0.9977 pu (49.885 Hz). 
The reduction in the nadir is not so pronounced between the two, but the benefits conse-
quent to the introduction of the Extended OPPT Method are evident considering the trend 
of frequency, since the amplitude of each oscillation is lowered. This fact is confirmed by 
the plot of the RoCoF, which highlights how the rate of variation of frequency is slower 
and smoother in the second scenario (Figure 19). 

 
Figure 19. Simulation 6 RoCoF. 

For what concerns the irradiance variation, Simulation 8 has been inspired by the 
dynamic EN50530 test, which is recognized as one of the techniques to evaluate the MPP 
tracking effectiveness [19]. It consists of a sequence of ramping up, constancy, and ramp-
ing-down the solar irradiance hitting the module. In this case, it has been adapted to 
model the shading of PV modules consequent to the passage of a small cloud. As can be 
seen in Figure 20, it consists of a steep ramping down (100 W/m2/s) from the nominal 
irradiance of 1000 W/m2 to 300 W/m2. Then, for few seconds, the irradiance remains low 
due to the shading and then it increases with the same steepness again to its nominal 
value. 

Figure 19. Simulation 6 RoCoF.

Appl. Sci. 2022, 12, 11126 25 of 31 
 

 
Figure 20. Simulation 8 irradiance profile. 

The system with renewables participating in primary frequency control also shows 
variable irradiance to be more stable in terms of frequency, as depicted in Figure 21. 

 
Figure 21. Simulation 8 frequency trend. 

4.4. Increasing Renewables Penetration 
The last scenario studied in this work is interesting in a long-term perspective. As 

explained in the introduction, in the future, a large spread of renewable sources is ex-
pected that will displace the conventional ones. In these simulations, the effect of such an 
increase on the frequency stability is addressed, both in the case of the absence of fre-
quency response capability from renewables and in the presence of the advanced controls 
considered in this work. 

It is important to remember the expected result of the tests in this first scenario: the 
increase in renewable penetration, due to their unpredictability and non-dispatchability, 
requires an increase in the reserve level, which at the same time displaces the conventional 
plants that are responsible for providing primary frequency controls and contributing to 
systems’ inertias. Due to these facts, the magnitude of the frequency nadir consequent to 
a perturbation is expected to increase as the penetration of renewables increases. The aim 
of the advanced controls, on the other hand, is to allow the substitution of the conventional 
fleet of generators with renewable ones without losing the ability to control the frequency. 

Figure 20. Simulation 8 irradiance profile.

The system with renewables participating in primary frequency control also shows
variable irradiance to be more stable in terms of frequency, as depicted in Figure 21.
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4.4. Increasing Renewables Penetration

The last scenario studied in this work is interesting in a long-term perspective. As
explained in the introduction, in the future, a large spread of renewable sources is expected
that will displace the conventional ones. In these simulations, the effect of such an increase
on the frequency stability is addressed, both in the case of the absence of frequency response
capability from renewables and in the presence of the advanced controls considered in
this work.

It is important to remember the expected result of the tests in this first scenario: the
increase in renewable penetration, due to their unpredictability and non-dispatchability,
requires an increase in the reserve level, which at the same time displaces the conventional
plants that are responsible for providing primary frequency controls and contributing to
systems’ inertias. Due to these facts, the magnitude of the frequency nadir consequent to a
perturbation is expected to increase as the penetration of renewables increases. The aim of
the advanced controls, on the other hand, is to allow the substitution of the conventional fleet
of generators with renewable ones without losing the ability to control the frequency. This is
why, in the second case, a smaller frequency nadir and frequency oscillations are expected.

When adapting the participation factors, it is important to take into account that the
displacement of synchronous generators causes a reduction in the system’s equivalent iner-
tia. In this work, the reduction is proportional to the synchronous generator participation
factor. This means, for example, that if the participation factor of the equivalent steam
turbine passes from 0.7 to 0.35, the equivalent inertia constant will be halved.

The first group of simulations regards an increase in VSWT penetration, whose results
are shown in Figure 22.
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Figure 22. VSWT penetration increase.

The solid lines represent the frequency variation consequent to a negative load power
step of −10% in the scenario of primary frequency control provided just with synchronous
generators, while the dashed lines are resulting from the scenario with a complete FC. Taking
a first look at the plot, the negative effect of the increasing penetration of renewables if they
are not able to participate in the primary frequency control is immediately clear. Indeed, for
the same step of load power, the nadir increases from 1.0174 pu in the base case (20% wind,
10% PV) to 1.0275 pu in the most extreme case (50% wind, 10% PV). Furthermore, the
difference in terms of the nadir between one curve and the other is not equal: increasing the
wind penetration, the increase in the nadir is larger and larger from one curve to the next
one. This happens because there is not just an effect due to the reduction in the synchronous
generator power variation weight, but also of the system’s inertia.
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Once stated thus, it can be seen how large the benefit is associated with the introduction
of the frequency response capability in renewables: the nadir is much lower than in the first
scenario and, as the penetration of VSWT increases, the mismatch between the two scenarios
is way more evident. Unlike what happens in the first scenario, the nadir difference between
the various curves in the second scenario reduces as the wind turbine penetration increases,
meaning that the provision of this service from renewables (in this case, it prevails over the
effect of the wind turbines inertial control since their weight is dominant) is able to “cover”
the reduction in the system’s inertia, thus improving frequency stability.

The same kind of observations are discernable from the other simulations, which
regard an increase in PV penetration (Figure 23).

Appl. Sci. 2022, 12, 11126 27 of 31 
 

 
Figure 23. PV penetration increase. 

In this case, the benefit is even larger, since, after a certain value of ppv, the nadir even 
reduces as the penetration of the photovoltaic increases. For example, in the most extreme 
case (40% PV, 20% wind), the nadir is lower than in the less PV-penetrated systems (10% 
PV, 20% PV, and 30% PV). 

In a future scenario, it is not difficult to imagine power systems that are even largely 
penetrated by renewables. This case is studied in Simulation 17, with 80% of renewable 
participation. The correspondent results are shown in Figure 24. 

 
Figure 24. Simulation 17 frequency trend. 

It is evident that the benefit was obtained using the synergy between the Extended 
OPPT Method and the Power Reserve Control on the frequency stability. With such a re-
newable penetration, the system’s inertia is really small (−72% with respect to the base 
case) and, at the same time, a variation of power of the synchronous generator has just a 
small influence on the overall active power balance, accounting just for 20% of the per unit 
common basis power. The consequence of a drop in load power is potentially critical: a 

Figure 23. PV penetration increase.

In this case, the benefit is even larger, since, after a certain value of ppv, the nadir even
reduces as the penetration of the photovoltaic increases. For example, in the most extreme
case (40% PV, 20% wind), the nadir is lower than in the less PV-penetrated systems (10% PV,
20% PV, and 30% PV).

In a future scenario, it is not difficult to imagine power systems that are even largely
penetrated by renewables. This case is studied in Simulation 17, with 80% of renewable
participation. The correspondent results are shown in Figure 24.
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It is evident that the benefit was obtained using the synergy between the Extended OPPT
Method and the Power Reserve Control on the frequency stability. With such a renewable
penetration, the system’s inertia is really small (−72% with respect to the base case) and, at
the same time, a variation of power of the synchronous generator has just a small influence
on the overall active power balance, accounting just for 20% of the per unit common basis
power. The consequence of a drop in load power is potentially critical: a frequency nadir of
1.0446 pu corresponds to 52.23 Hz, which is an incredibly large frequency deviation.

On the other hand, the introduction of renewable updated controls and their coordina-
tion allows for a limiting of the nadir to 1.0082 pu (50.41 Hz), which is a perfectly acceptable
value even facing an exceptionally strong perturbation event. By looking at the results of
both simulations (11 and 15), in which, respectively, wind and PV penetration are equal to
40% as in Simulation 17, it can be observed that, if taken singularly, the frequency nadir is
more accentuated, while in 17 the trend of the frequency is very flat. This fact enhances
the idea that the two controls do not just act individually but that they support each other
in the frequency control task due to their different response rates and they integrate very
well with each other (Figure 25), obtaining a very smooth frequency trend and a satisfying
frequency containment and stabilization.
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Finally, it is very interesting to observe the effect of this control in a more dynamic
situation. In particular, combining Simulation 7 (variable wind profile and load power step
−10%) with Simulation 17 (40% wind, 40% PV), the frequency profile shown in Figure 26
is obtained.

It can be observed that the variability of the wind, as already demonstrated, has an
increasing effect on the frequency instability if the penetration of the PV and wind turbine
increases. If the system’s inertia decreases, indeed, the system frequency is more sensible
to the perturbation, including the step introduced at time 60 s. In the case of an updated
control of renewables, when they constitute the large majority of the generation fleet, it is
evident how good they control the frequency in cases of variable wind profiles, smoothing
almost all the peaks produced.
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5. Conclusions and Future Developments Proposals

After the detailed analysis of the results of the simulations of the developed model
shown in Section 4, it is possible to take stock of the work that has been carried out.

Looking ahead to a future in which renewables will be increasingly relevant in the energy
mix, two strategies have been implemented to ensure they are able to help (or substitute)
conventional generators in keeping the power system stable. In particular, Power Reserve
Control and the Extended OPPT Method have been tested in this work, respectively, aiming
at allowing photovoltaic modules and variable-speed wind turbines to participate in primary
frequency control. Indeed, the challenge of using non-programmable renewable generators
to provide the services that nowadays are delivered by fossil-fueled plants will become
increasingly central, as the renewable presence increases to a more significant level.

In this sense, the results obtained in this work, especially when both controls coexist, are
encouraging. Indeed, even if the Power Reserve Control introduces a very small increase in
the RoCoF in the very few instants after a strong and sudden perturbation, the frequency nadir
is reduced with respect to the case in which the frequency is not supported by renewables,
especially in a future scenario in which they are massively present in the power system. The
tradeoff between RoCoF increases and the nadir reduces in a given power system depending
on its characteristics and, particularly, on the settings of the respective relays.

The model and the results rely on some simplifications, which generalize them but
at the same time are lacking in detail. For this reason, there is an open field for future
developments of the present work in some areas.

One of the possible fields of improvement is the modeling of the photovoltaic system,
in particular for what concerns shading conditions and inequalities in sun resource distri-
bution among the modules. Indeed, this would allow for a deeper study of the capability
of photovoltaic systems in supporting the system’s frequency in more realistic situations.

Another possible improvement regards the modeling of the load. Indeed, it could be
very interesting to better characterize its active power demand profile in case of a small
island to cause the study to be even more realistic.

The last and more challenging proposal for future developments would be to model a
small system node by node as the one studied in an overall way with the LFC approach in this
work. This will completely fit it to a specific practical situation and ensure it is able to catch
some details that are invisible with a general approach. At the same time, the adaptation to a
very specific context removes one of the biggest advantages of the LFC approach, which is
the generality and versatility of the developed model. Nevertheless, since the results obtained
are promising, such improvements are interesting and can add cues to go deeper in the
knowledge of this field.
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Appendix A. Values of Constants Used in the Model

This appendix compiles the values of the constants used in the model, organized as a
function of the subsystems in which they are located.

• PV subsystem

n PV module: Solartech Power SPM210P (four modules in series and variable
number of arrays as a function of the participation factors)

n Ccapacitor = 100 µF
n Linductor = 10 mH
n D-controlled boost converter with default Simulink settings
n PI controller: P = 0.03; I = 1
n Droop constant of active power reserve adaptation = 0.05
n Initial reserve level = 0.2

• VSWT system

n Pbase = Pt,base = Pg,base = 1.5 MW, vnom = 12 m/s, ωt,base = 1.644 rad/s, ωg,base =
157.08 rad/s, f = 50 Hz

n Values for the model blocks taken from [36]
n Speed governor PI controller: P = 3; I = 80
n Pitch governor P controller: P = 500
n Inertial control [24,39]: Kopt = 0.4225, kvir = 8, Wvir = 0.2, Two = 10 s, Tlp = 100 ms,

HWT = 5.29 s

• Steam turbine with one reheat [24,32]

n Heq = 2.88 s
n Droop constant = 0.05
n τg = 0.2
n FHP = 0.3
n TRH = 5 s
n TCH = 0.3 s
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