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Abstract: In recent years, people have tended to use online social platforms, such as Twitter and
Facebook, to communicate with families and friends, read the latest news, and discuss social issues.
As a result, spam content can easily spread across them. Spam detection is considered one of the
important tasks in text analysis. Previous spam detection research focused on English content, with
less attention to other languages, such as Arabic, where labeled data are often hard to obtain. In this
paper, an integrated framework for Twitter spam detection is proposed to overcome this problem.
This framework integrates data augmentation, natural language processing, and supervised machine
learning algorithms to overcome the problems of detection of Arabic spam on the Twitter platform.
The word embedding technique is employed to augment the data using pre-trained word embedding
vectors. Different machine learning techniques were applied, such as SVM, Naive Bayes, and Logistic
Regression for spam detection. To prove the effectiveness of this model, a real-life data set for Arabic
tweets have been collected and labeled. The results show that an overall improvement in the use of
data augmentation increased the macro F1 score from 58% to 89%, with an overall accuracy of 92%,
which outperform the current state of the art.

Keywords: data augmentation; machine learning; spam detection; online social networks;
Arabic spam

1. Introduction

Social networks such as Facebook, Twitter, and Amazon have become important
platforms for satisfying people’s needs for social interactions, information acquisition,
and dissemination. However, such unparalleled convenience supports the operations
of malicious entities, such as virus distribution, fraud, falsifying product reviews, and
link farming.

In social networks, spam is defined as unwanted, malicious, or inappropriate content
or behavior that can take many forms, such as microblogs, malicious links, messages, fake
friends, fake reviews, etc. Spammers can earn money directly (e.g., by writing fake reviews
to advertise their products) or achieve popularity via spamming (e.g., by building connec-
tions with many other users) [1]. Spam decreases the communication quality provided by
social media platforms. It pollutes social networks and distorts people’s perceptions of
internet information. The user experience will drastically decrease if someone is exposed to
highly undesirable information, which would result in customer losses for the social service
provider [1]. Therefore, social platforms must develop algorithms to detect spam content.

According to Masood, Faiza, et al. [1], the spam protection field in social networks
has been approached from two perspectives: The detection of spam and the detection
of spammers. Research on spam detection approaches can be classified into user-based
spam detection methods, content-based spam detection methods, trend topic methods,
graph-based spam detection methods, and hybrid spam detection methods [1]. To protect
legitimate users from being affected, spam detection aims to develop effective and efficient
methods for automatically identifying spam content and its originators. Social spam refers
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to unwanted or malicious content posted on the social network platform. It includes
scam malware, phishing website, commercial advertisement, and promotion information,
disguised posts that appear legitimate but contain malicious URLs, reply spams, scam
software, information about promotions, and reposting spam that attaches junk information
behind original posts [2,3].

Due to the subjective nature of spam detection and the domain used, which is depen-
dent on the researcher’s definition of spam, finding a consistent definition is challenging. In
this paper, we focus more on detecting the social content spam category on Twitter. Twitter
is one of the most popular online social platforms. Due to its widely used, online spammers
use it as a target to spread illegal content, fake news, and online advertisements [4]. Spam
detection on a noisy site such as Twitter remains challenging due to the short text and the
wide range of language used on social networks [5].

Machine learning is widely used in different fields for automatic learning and detec-
tion, including spam detection on Twitter [6]. Previous research has extracted and utilized a
wide range of features, from simple to complex, as well as a wide range of learning and clas-
sification algorithms, from traditional machine learning techniques to deep learning [6,7].
There are not enough data to train a high-quality classifier in many machine learning sce-
narios. Data augmentation can be utilized to resolve this problem [8]. In the spam detection
field, the problem of insufficient data is often encountered due to the difficulty and the
weak ability of data collection and labeling. The model will be overfitted if the quantity
of samples obtained is insufficient to meet the needs of model training. We can overcome
the problem of having a limited number of training instances using data augmentation [9].
Furthermore, a common issue in the spam classification task is data imbalance, resulting
in poor classification results. If data augmentation is performed, imbalanced data can
be transformed into balanced data, or sample imbalance can be minimized, and model
performance can be improved [10]. The model’s performance is highly dependent on the
data’s quality. Therefore, this paper proposes applying Data Augmentation for the Arabic
Spam Detection (DASD) domain which would lead to significant improvements in overall
accuracy. The Embedding Replacement as a data augmentation substitution technique
is used in the proposed framework. It replaces a word in the sentence according to its
similarities using a particular pre-trained word embedding vectors. The main contributions
of this paper are the following:

• Handling different categories of Arabic spam content such as advertising, spreading
malware, adult content, hate speech, and meaningless content.

• Creation of a public and available Arabic spam dataset containing the original tweets
and the corresponding annotations.

• Applying replacement embedding data augmentation technique for Arabic text.
• Evaluation of the overall framework by comparing its accuracy to the original (non-

augmented) dataset, which leads to improvement of the overall Macro F1 up to ∼32%
and recalls improvement of the spam class of up to ∼38%.

The rest of this paper is organized as follows: Section 2 presents background and
related work; Section 3 introduces the proposed framework; experimental results are in
Section 4; discussion are in Section 5; conclusions and future work are finally presented
in Section 6.

2. Background and Related Work
2.1. Data Augmentation

Data augmentation is a technique to increase the diversity and quality of data without
directly collecting more data. The first application of data augmentation was in computer
vision [11]. Because the image is made up of individual pixels, it can be easily modified by
adding noise, cropping, padding, or flipping it without losing any of the original informa-
tion. Although the idea of augmenting a dataset with perturbed replicas of its samples has
been shown to be very successful in other domains (image classification [12–14] and sound
classification [15]), it has been underexplored in Natural Language Processing (NLP) field.
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This challenge is still present today, but many scientists and researchers are attempting
to solve it to achieve a variety of objectives, such as balancing imbalanced dataset classes,
generating more data for low-data domains, or protecting against adversarial examples.
While flipping and rotating image techniques produce new, valid images with similar
semantic information, they cannot be used for text, since they would affect syntax and
grammar and even change the meaning of the original sentence. Furthermore, while noise
injection is commonly used to enhance audio signal data [16–18], it is not directly suitable
for text since word and character tokens are categorical.

Researchers are focusing on introducing text augmentation to address text data imbal-
ance problems and improve the generalization of the model [19]. Data augmentation is a
strategy to create more training data by modifying existing training data, either by making
minor changes to the original instances or by using the existing data as a template [8]. Text
data augmentation can be classified into two approaches: Feature space and data space [20].
In the data space, augmentation refers to the transformation of raw data into readable
textual data. The data space in [20] was categorized into four categories: Character Level,
word Level, phrase sentence Level, and document Level. In this paper, word-level data
space techniques are described for manipulating parts of training examples to generate
new samples, such as:

1. Noise Induction: Randomly insert, delete, swap, and substitute words.
2. Synonym Replacement: The paraphrasing transformation of text instances by replacing

certain words with synonyms (WordNet) is the popular form of data augmentation.
3. Embedding Replacement: Comparable to synonym replacement, embedding replace-

ment strategies look for words that fit well into the textual context and do not change
the text’s basic substance. To achieve this, close words from similar contexts are
translated into a latent representation space [20]. Word embeddings can be static
(word vectors), pre-trained classic word embeddings such as self-trained W2V, Glove,
and Google-News W2V, to perform similarity searches. On the contrary, the other
type applies contextual data augmentation, such as BERT, which replaces words with
words predicted from a bidirectional language model according to the context of the
original word.

In text augmentation tasks, sentences are organized and words are always closely
connected. That is why a minor change in a sentence could cause the meaning to be flipped.
For example, if we use the random swap in the sentence “I like an apple.” to “an apple like
I ”, the meaning is entirely different. Therefore, when augmenting the sentence, the data
augmentation methods must follow the grammar of the language and keep the original
meaning. For this purpose, we decide to use the word embedding replacement technique
to augment the data [20].

It should be mentioned that, despite the progress in Arabic spam detection, which will
be explained in the next Section 2.2, data augmentation was not applied as part of these
works. According to the literature, a limited number of recent Arabic research works have
been conducted using data augmentation on other topics, such as

• Sentiment analysis, Mohammed et al. [21] used shuffling by randomly changing the
order of words inside the small size context window and Duwairi et al. [22] used a set
of rules to alter or swap branches of the parse trees as per Arabic syntax to generate
new sentences with the same labels, and others to insert negation particles into the
sentences and, thus, generate new sentences with opposite labels.

• Named entity recognition, Sabty et al. [23] used a set of data augmentation techniques,
namely: Word random insertion, swap and deletion in the sentence, sentence back-
translation, and word embedding substitution.

According to Feng et al. [24], there are various data augmentation types of research
for popular NLP tasks in non-Arabic languages such as text classification [25,26], transla-
tion [27,28], summarization [29], question-answering [30], sequence tagging [31], parsing [32],
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grammatical-error-correction [33], mitigating class imbalance [34], and automated augmenta-
tion [35].

2.2. Spam Detection Techniques

Most research in the area of spam detection is focused on English text, while little
research has been done on Arabic text. This is mainly due to its morphological complexity
and the limited availability of compatible Arabic language tools and a dataset. The English
Twitter-sphere has a lot of spam detection research (e.g., [36–47]). However, there has
been work on detecting undesirable Arabic content such as advertisement [48–50], adult-
content [51,52], offensive, hate, and vulgar speech [53–56], spam reviews [57–59], and detect
spam accounts [60–62]. Table 1 summarizes existing Arabic spam-detection studies.

However, concerns of class imbalance for the Arabic spam detection dataset, as well
as spam class recall, are not addressed. In this research, we replicate the state-of-the-art
data augmentation techniques on a non-text domain and show that there is still a lot of
opportunity for improvement by implementing data augmentation techniques in the text
domain. Furthermore, Arabic studies did not cover all categories of spam content at once,
or the dataset labeling step is unclear or depends on the English translation.

Table 1. Arabic spam detection studies.

Detecting Level Features Classifiers Dataset Results
(Accuracy-F1)

[48] content-level content-based,
user-based

AraBERT, SVM 133,500 tweets. F1 98%

[49] content-level content-based NB, SMO, LR 2224 Facebook com-
ments

91.73%

[51] user-level content-based,
user -based

NB, SVM 500 accounts 90%

[52] content-level content-based SVM - 79%
[53] content-level content-based LR, SVM, RNN 6000 Arabic tweets 79%
[50] content-level content-based NB, SVM, DT 3503 Arabic tweets 87%
[57] content-level content-based LR, SVM, NB,

RF
1600 hotels reviews 95.25%

[58] content-level content-based,
user -based

NB, KNN, SVM 2848 hotels reviews F1 99.59%

[59] content-level content-based KNN, SVM, NB 3000 Facebook com-
ments

92.63%

[60] user-level content-based,
user -based

RF 12,486 accounts 90%

[61] user-level content-based,
user -based

NB, RF, SVM 5000 tweets 92.59%

3. Proposed Framework for Enhancing Arabic Spam Detection

As shown in Figure 1, the proposed spam detection framework consists of three main
components: Data preparation, data augmentation, and the application of machine learning.
In the following subsections, each phase will be described in detail.

3.1. Data Preparation
3.1.1. Data Extraction

During this phase, a dataset of around 1.6 M tweets was collected using the Twitter
Streaming API from December 2019 to April 2020. The tweets were collected using the
query “lang Ar” (language is Arabic) and the trending hashtag (#YEMEN). Next, each
tweet was cleaned to obtain the distinct tweets by removing diacritics, removing repeating
char, removing punctuations, normalizing Arabic, removing stop words, removing non-
Arabic alphabets, Arabic light stemming, etc. Out of the 1.6 M tweets, there are 313 k
distinct tweets. For experimental purposes, a set of 5k tweets was randomly selected for
the labeling process, which is explained next.



Appl. Sci. 2022, 12, 11388 5 of 16

Figure 1. Proposed Framework for Enhancing Arabic Spam Detection (DASD).

3.1.2. Data Labeling

To construct our spam/non-spam dataset, the extracted tweets were manually anno-
tated as spam/non-spam. Fifteen Arabic annotators helped in this process. To accelerate
the process, a website (https://tweettag.000webhostapp.com/login.php, accessed on 7
January 2022) has been created to allow multiple experts to annotate the selected tweets
as follows:

1. Before starting the annotation process, each annotator was given our definition of
spam text as well as some examples of spam content. We asked annotators to carefully
read a tweet before evaluating whether it contained spam content (spam class); or did
not contain spam content (non-spam class).

2. The 5 k tweets have been split into five chunks, each chunk containing 1000 tweets.
After that, every three annotators have worked on the same 1000 tweets separately so
that the annotation score (spam/non-spam) is calculated based on the three annotators,
as illustrated in the following step

3. Finally, the annotation results for the 5k tweets from the 15 annotators are grouped,
such that each tweet has three annotated values, each from a different expert. We
marked the tweet as spam or non-spam according to the mode (most occurring value)
result. After labeling, we found that the data are imbalanced with 420 spam tweets
and 4580 non-spam tweets.

3.2. Applying Data Augmentation to Collected Data

In this section, the method for dataset augmentation will be explained. The goal of
this phase is to avoid overfitting on the data level, increase the model’s generalization,
and address the class imbalance problem [19]. By increasing the diversity of training
samples, the model will be able to learn more fundamental features of the data, leading to
a high-quality classifier.

Therefore, this phase aims to increase the total number of instances that represent spam
training data to improve the accuracy of the model. Word embedding [20] was used as a
substitution method, which changes a word by its similarity to its synonyms. Furthermore,
AraVec word vectors (Soliman et al. [63]) were employed, which is a pre-trained model
available for two Arabic content domains: Wikipedia and Twitter and it is based on the
Mikolov et al. [64]. Skip-gram and CBOW versions with 100- and 300-dimensional vector
sizes were provided for each domain. We employed the 300-dimensional CBOW vectors

https://tweettag.000webhostapp.com/login.php
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(AraVec-TWI), which have a wide coverage of different dialect terminology used in random
Arabic geolocations.

To apply a similarity replacement on a given text, two steps are required for the Arabic
text data augmentation process, as shown in Figure 2. The first step is to identify the word
in the tweet to be replaced, and the second step is to select the appropriate replacement
based on AraVec.

Figure 2. Arabic text data augmentation process.

Step1: The word to be replaced is one of the tokens that have been used in the tweet.
Therefore, in this step, all tokens for each tweet are extracted. Next, it is important to decide
the number of tokens to be replaced that are not stop words. Therefore, it is significant
to quantify the chunk of the sentence to be replaced, i.e., ratio (R) of tokens that should
be replaced [65]. Therefore, different experiments have been applied and it was found
that the best result was obtained when a ratio between 50% and 70% of the overall tokens
were replaced,

Number o f replaced tokens = R ∗ N. (1)

where:
R is a random ratio (between 50–70)
N is the total number of tokens per tweet without stop words.
Step2: The output of step1 is a set of vectors. Each vector contains a list of different

combinations of original tokens that are candidates for replacement. To replace each of the
selected tokens with one of AraVec’s, a similarity scoring mechanism was applied. A score
is set for the similar words selected by identifying the surrounding relatively similar terms
for each center word in the replaced tokens. Furthermore, relatively minor adjustments
have been made by applying sorting criteria regarding word embeddings source (AraVec’s),
word similarity thresholds, and fixing the number of generated sentences to the original
embedding replacement process applied by [20]. For example, to avoid redundancy in
the returned similar word, which will be used in replacement, we have returned the top
10 similar words per token with a cutoff similarity score of 0.5. This was applied to ensure
that retrieved similar words are the closest to the selected tokens. Furthermore, we fixed
the number of generated sentences per tweet to four. This led to double the number of
spam tweets four times, resulting in 1648 spam tweets.

An example that illustrates the overall process is shown in Figure 3.
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Figure 3. Arabic text data augmentation example. (The colors represent the selected words and each
word is distinguished by a different color.)

3.3. Applying Machine Learning for Spam Detection

This section describes the spam detection process by applying different machine
learning techniques. This process includes the following steps: Data pre-processing, feature
engineering, and finally, applying various machine learning classifiers.

3.3.1. Data Pre-Processing

Several techniques were applied to the dataset to ensure data cleansing and the
removal of noise that could affect the system’s accuracy. Tokenization, normalization, re-
moving diacritics, removing repeated chars, removing punctuations, removing stop words,
removing non-Arabic alphabets, and light stemming are some of the techniques used.

3.3.2. Feature Engineering

The first step in applying machine learning classification is to extract suitable features
that help identify spam tweets and to represent them as a feature vector (transform them
into numerical feature vectors). In this step, three categories of features are extracted as
shown in Table 2: Content features that represent the text included in the tweet, interaction
features that describe the tweet spreading between users, and finally, user features that
represent the users that propagate the spam text.

• Content Features:

– TF-IDF: Some language features are used, such as Term-Frequency-based (TF-
IDF), which is the most popular feature extraction method. This method typically
represents each sentence as a vector of term frequencies (TF) and assigns a score
for each word in the text based on the number of times its occurrence and how
likely it can be found in texts. (TF-IDF) would show the relative importance of a
term in a document compared to other words in the corpus.

– Hashtag count and URLs count: These features can help us detect spam profiles
because they tend to share a lot of spam tweets with URLs and hashtags as an
advertising strategy. These values should be higher for the spammer than for the
regular users [66].

– Spam words: The number of spam words in tweets should be higher in spam
profiles than in regular profiles. As a result, this feature is important in detecting
spam tweets, and is calculated based on the spam words dictionary. This dictio-
nary is constructed based on spam tweets in our labeled dataset, and only the
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most common and relevant words were selected from the resulting list, which
was manually filtered [66].

• Interaction Features:

– Tweets duplication count: As noticed, the spammers frequently repeat the same
tweet to gain the attention of users to its content. Therefore, we believe that this
feature is critical to know whether content is spam or not [66].

– Retweet count: This feature can be used to distinguish between spam and non-
spam tweets because spam tweets are not usually retweeted [66].

– Mention count: This feature can help us detect spam profiles because they tend
to share a lot of spam tweets with mentions as an advertisement strategy. These
values should be greater for the spammer than for the regular users [66].

– Favorite count: Spam tweets are usually not marked as favorites. This value
should be higher for the regular than the spammer users [66].

• User Features:

– User followers and user friends count: These features can help us detect spam
profiles. If the result of the ratio between followers and friends is too small, then
the probability of being a spam user will increase [66].

– User description length: Number of characters in the user description. If the
result is zero, then the probability of being a spam user will increase.

Table 2. Spam Detection features.

Feature Name Description

Content Features

TF-IDF
Multiplication of TF and IDF scores
whereas TF is a scoring of the frequency of the word in the current
document
and IDF is a scoring of how rare the word is across documents.
TF = (Frequency of a word in the document) / (Total words in the document)
IDF = Log ((Total number of docs) / (Number of docs containing the word)).

Spam words Number of spam words in the tweet
Hashtag counts Number of hashtags in the tweet
URLs counts Number of URLs in the tweet

Interaction features

Retweet counts Number of retweets for the tweet
Mention counts Number of mentions in the tweet
Duplication counts The count of tweet text duplication
Favorite count Number of favorites for the tweet

Account features
Followers count Number of followers of this Twitter user
Friends count Number of followings/friends of this Twitter user
Description length Number of characters in the user description

3.3.3. Utilizing Machine Learning Techniques

To detect spam content, a variety of machine learning classifiers have been used. Three
classifiers are trained based on the extracted features to evaluate the effectiveness of these
features in identifying spam content. Naive Bayes, Logistic Regression, and LinearSVC
are the used classifiers. These classifiers were selected because they are widely used as a
baseline in the previous works for Arabic spam detection. The outcomes of the experiment
are discussed in Section 4.
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4. Experiments

Three experiments have been conducted to evaluate the proposed framework’s accu-
racy. The experiments test the effect of the features mentioned in Table 2 as well as the data
augmentation on the performance of the resulting models.

Using our datasets described in the data preparation Section 3.1, we ran a series of
classification experiments to identify spam tweets. For the test data sets, the classification
results were evaluated using accuracy, precision, recall, and F1-measure for the spam
(0)/non-spam (1) classes, as well as AUC (Area Under the receiver operating characteristic
Curve (ROC)), and macro-averaged F1, which averages F1-measure for the spam and
non-spam classes to account for the class imbalance.

Three different classifiers were used in our experiments: Naive Bayes, Logistic Regres-
sion Classifier, and LinearSVC with 10-fold cross-validation.

4.1. Experiment 1: Non-Augmented Dataset with TF-IDF Feature

Table 3 and Figure 4 show the obtained results for the non-augmented dataset using
only the TF-IDF feature. These findings showed that the Macro F1 score for NB, LR, and
LinearSVC is about 58%. The difference was small, only about 0.01%. As for accuracy, the
LinearSVC surpasses the other tested classifiers with 91.8% of correctly classified instances.
LR Accuracy is 89.3%. The lowest classifier is NB, with an accuracy of 89.1%. The accuracy
range was between 92% and 89%. In terms of AUC, LR performs 75% better than the other
tested classifiers, and SVC has an AUC of 74%, while NB has the lowest AUC of 59%.

Table 3. Non-augmented dataset–Experiment 1 confusion matrix.

Algorithm
Non-Augmented Dataset

Class Precision Recall F1 Macro-F1 Accuracy AUC

NB
0 0.22 0.29 0.20

0.57 0.891 0.591 0.96 0.93 0.94

LR
0 0.24 0.31 0.22

0.58 0.893 0.751 0.96 0.93 0.94

SVC
0 0.12 0.55 0.18

0.57 0.918 0.741 1.00 0.92 0.96

Figure 4. Plot of non-augmented dataset results (Experiment 1).

4.2. Experiment 2: Non-Augmented Dataset with All Features

This experiment aims to identify the effect of using all features in the classification
process. Therefore, all the features mentioned in Table 2 are utilized with all three clas-
sifiers. After several experiments, the following features gave the best results: TF-IDF,
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spam words, hashtag counts, URL counts, retweet counts, mentioned counts, and Tweet
duplication counts.

Table 4 and Figure 5 show the obtained results for the non-augmented dataset with all
features. These findings indicated that the LR classifier had the highest Macro F1 score of
65%. LinearSVC Macro F1 is 61% and the lowest classifier is NB, with Macro F1 of 54%.
In addition, the LinearSVC surpasses the other tested classifiers with 92.3% of correctly
classified instances. While LR’s Accuracy is 92.2%, and the lowest classifier is NB, with an
accuracy of 74%. The accuracy range was between 92.3% and 74%. In terms of AUC, LR
performs 79% better than the other tested classifiers, and SVC has an AUC of 77%, whereas
NB has the lowest AUC of 63%.

Table 4. Non-augmented dataset with all features—Experiment 2 confusion matrix.

Algorithm
Non-Augmented Dataset-All Features

Class Precision Recall F1 Macro-F1 Accuracy AUC

NB
0 0.52 0.16 0.25

0.54 0.74 0.631 0.76 0.95 0.84

LR
0 0.24 0.59 0.33

0.65 0.922 0.791 0.98 0.93 0.96

SVC
0 0.16 0.65 0.26

0.61 0.923 0.771 0.99 0.93 0.96

Figure 5. Plot of the non-augmented dataset with all feature results (Experiment 2).

4.3. Experiment 3: Augmented Dataset

In our dataset, 5 k tweets were randomly selected for the labeling process, leading to
420 spam tweets and 4580 non-spam tweets. Using the data augmentation process in Section
3.2, the number of spam tweets were doubled four times, resulting in 1648 spam tweets.

Table 5 and Figure 6 show the obtained results for the augmented dataset. These
findings showed that experimenting with data augmentation achieved the maximum
macro F1 score value of 89% for the LinearSVC classifier. While the LR classifier Macro F1
is 87%, and the lowest classifier is NB, with Macro F1 of 85%. In addition, the LinearSVC
surpasses the other tested classifiers with 96% of the AUC score. While LR’s AUC score is
95%, and the lowest classifier is NB, with an AUC score of 85%. In terms of accuracy, the
LinearSVC surpasses the other tested classifiers with 92.1% of correctly classified instances.
While LR’s Accuracy is 91.3%, and the lowest classifier is NB, with an accuracy of 88.5%.
The accuracy range was between 92.1% and 88.5%.
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Table 5. Augmented dataset—Experiment 3 confusion matrix.

Algorithm
Augmented Dataset

Class Precision Recall F1 Macro-F1 Accuracy AUC

NB
0 0.78 0.78 0.78

0.85 0.885 0.851 0.92 0.92 0.92

LR
0 0.81 0.85 0.83

0.87 0.913 0.951 0.95 0.93 0.94

SVC
0 0.76 0.93 0.84

0.89 0.921 0.961 0.98 0.92 0.95

Figure 6. Plot of augmented dataset results (Experiment 3).

5. Discussion

The research framework presented in this paper applied different methods to improve
Arabic spam detection on social networks, considering Twitter as a case study. As shown
in the first experiment Section 4.1 which follows the current state of the art of research
work in the field of Arabic spam detection, only one of the content features (TF/IDF) was
used with different classifiers on the extracted dataset (this is used as a baseline method
to be compared with the next experiments). The best classifier tends to predict true non-
spam rather than true spam. With recall rates of 29%, 31%, and 55% for NB, LR, and SVC,
respectively, which is not good compared to the current research work. Therefore, in the
second experiment Section 4.2, more features are considered for different categories, such
as content, interaction, and user features. This led to predicting more true spam tweets. The
recall rates for the correct classification of the spam class increased in LR and SVC, with rates
of 59% and 65%, respectively, and the macro F1 score of the LR and SVM classifiers improved
by approximately 4% to 7%, while the AUC of the three classifiers improved by approximately
3% to 4 %.

The main problem when applying those classifiers was the unbalancing between spam
and non-spam tweets. Therefore, we considered data augmentation to increase the number
of spammed tweets, resulting in 6228 total tweets. Table 5 shows the results achieved by
experiment Section 4.3, which reveals that adding an augmented dataset outperforms the
two previous experiments, and achieved the maximum macro F1 score value of 89%, an
accuracy value of 92%, and an AUC score value of 96%. The results achieved outperform
the work [53], which already targets Arabic religious hate speech classification, which
is part of the spam content categories that we use. This work is closest to our work
considering that they used the same classifiers and an Arabic dataset of similar size, where
they reached 79% accuracy and 84% AUC. Another previous work [50] that already targets
Arabic spam tweets detection using the same classifiers and considering content features,
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the proposed work outperforms that work, and for a fair evaluation, their dataset, which
contains 3503 tweets, is less than our dataset, where they achieved an accuracy rate of 87%.

Unlike the non-augmented dataset experiments, the confusion matrix of LinearSVC
for the augmented dataset tends to predict true spam and improve the percentage of
detected spam tweets. In addition, we have noticed that the data augmentation technique
is effective, bringing a consistent improvement to the baseline classifiers. The spam class
correct classification has increased and is close to the non-spam class rates, with recall rates
of 78%, 85%, and 93% for NB, LR, and SVC, respectively. As a result, the Macro F1 score of
all classifiers is improved by approximately 28% to 32% and up to 38% in spam class recall,
and the AUC of all classifiers is improved by around 20% to 26%. Figure 7 shows the ROC
curve analysis of the three experiments.

Figure 7. Plot of the three experiments ROC curve analysis.

6. Conclusions

In conclusion, we set out to investigate the problem of online Arabic spam detection
on Twitter, motivated by the scarcity of previous studies that address the problem of class
imbalance in social media platforms, as well as the scarcity of data augmentation techniques
for Arabic text.

We first tried to improve the performance of classifiers as much as possible by adding
more features that help build better models for spam detection, paying particular attention
to the recall of minority classes. We also showed that utilizing pre-trained neural embedding
vectors on large corpora, specifically the Word2Vec (Ara2vec) model pre-trained on Arabic
tweets, was fit for the embedding layer, introducing word context that was not present in
the limited datasets.

The first improvement presented in experiment Section 4.2, which employed content,
interaction, and user features, increased Macro F1 of the best classifier (LR) from 58% to
65%. The added features also improved the recall of the spam class from 55% to 65%, both
achieved by SVC, indicating that the selected features were able to improve the performance
of our models.

The second improvement presented in experiment Section 4.3 was the proposed
augmentation method, which achieved an improvement of 24% (from 65% to 89%) for the
Macro F1 score, in addition to an increase of 28% (from 65% to 93%) in the spam class recall
compared to the non-augmented with added features baselines. LinearSVC was the best
performing classifier, which surpasses the other tested classifiers with 92.1% of correctly
classified instances, a Macro F1 score value of 89%, and an AUC score value of 96%.

We found that we can use these pre-trained embeddings in a vector similarity-based
word replacement technique to augment the dataset within the text classification frame-
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work, reducing class imbalance proportions, and encouraging the model to capture the
context of spam tweets rather than depending on the manual labeling of spam tweets.

We believe that various approaches are worth studying for future work on data aug-
mentation for Arabic spam detection tweets. We believe that replacement strategies could
be further automated by training a model that predicts which words should be replaced
and learning word-specific similarity thresholds rather than a global one. Although the
generative method we provided in this research achieved a good improvement over the
data augmentation method, we believe that using contextual data augmentation, such as
BERT, for data augmentation of Arabic text can be very promising. In addition, it would
be interesting to show how the data augmentation strategies we described perform when
using deep learning techniques or NLP applications other than the spam detection domain.
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