
����������
�������

Citation: Chen, A.; Li, D.; Zheng, D.;

Li, Z.; Na, R. A Fast Calibration

Method for Sensors of Atmospheric

Detection System. Appl. Sci. 2022, 12,

11733. https://doi.org/10.3390/

app122211733

Academic Editor: Xinlei Chen,

Le Yang, Tong Qin, and Chun Hu

Received: 17 October 2022

Accepted: 14 November 2022

Published: 18 November 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

A Fast Calibration Method for Sensors of Atmospheric
Detection System
Aobei Chen 1,2,† , Dapeng Li 1,2,† , Dezhi Zheng 1,2,* , Zhongxiang Li 3,4,5 and Rui Na 3,4,5

1 Research Institute for Frontier Science, Beihang University, Beijing 100191, China
2 School of Instrumentation and Optoelectronic Engineering, Beihang University, Beijing 100191, China
3 Advanced Research Institute of Multidisciplinary Sciences, Beijing Institute of Technology,

Beijing 100081, China
4 Yangtze Delta Region Academy of Beijing Institute of Technology, Jiaxing 314000, China
5 MIIT Key Laboratory of Complex-Field Intelligent Exploration, Beijing Institute of Technology, Beijing 100081, China
* Correspondence: zhengdezhi@buaa.edu.cn
† These authors contributed equally to this work.

Abstract: To meet the needs of a large number of high-altitude meteorological detections, we need
to perform fast, high-precision, and high-reliability calibrations of the sensors in the atmospheric
detection system (ADS). However, using the traditional method to calibrate the sensor with high
precision often takes a lot of time and increases the cost of workforce and material resources. Therefore,
a method for realizing fast sensor calibration under the current system hardware conditions is
required. A physical field model of Tube–Air–ADS is proposed for the first time, and the transfer
function is obtained by combining the system identification, which provides the possibility for
dynamic analysis of the calibration system. A Multi-Criteria Adaptive (MCA) PID controller design
method is proposed, which provides a new idea for the parameter design of the controller. It
controls the amplitude and switching frequency of the controller’s output signal, ensuring the safe
and stable operation of the calibration system. Combined with the hardware parameters of the
system, we propose the Variable Precision Steady-State Discrimination (VPSSD) method, which can
further shorten the calibration time. Comparing and analyzing the current simulation results under
Matlab/Simulink, the proposed MCA method, compared with other PID controller design methods,
ensures the stable operation of the calibration system. At the same time, compared with the original
system, the calibration time is shortened to 47.7%. Combined with the VPSSD method, the calibration
time further shortens to 38.7 s.

Keywords: fast calibration; dynamic model; atmospheric detection system; PID control method

1. Introduction

Conventional high-altitude atmospheric detection is a routine scientific research ac-
tivity required by the World Meteorological Organization (WMO) [1,2]. It can capture the
instantaneous distribution of temperature, humidity, pressure, and other meteorological
parameters at any altitude, which is essential for weather analysis and forecasting [3,4].
According to statistics, more than 14,500 weather stations worldwide are expected to incor-
porate more than two million atmospheric detection systems (ADS) annually [5]. The high
demand for atmospheric sounding requires systems to ensure the high performance of
each sensor while keeping costs low [6–8]. The ADS integrates several different sensors to
obtain in situ data on all aspects of atmospheric detection [9,10]. As one of the most critical
sensors in system integration, the temperature sensor can not only solve the temperature
information of the environment in real-time but also improve the accuracy of sensors such
as pressure and humidity through temperature compensation [11–13]. The accuracy of
temperature sensor measurements is crucial.
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To test the performance of temperature sensors in ADS, we often place the sensor in a
known environment where the temperature can be accurately measured. By testing the
error of the sensor output with the known ambient temperature, the sensors’ accuracy
performance can be obtained [14,15]. However, ADS operates over a wide range between
−80 ◦C to 50 ◦C [16]. The traditional calibration instrument adopts the thermostat open-
loop calibration method, which has low calibration efficiency, low safety, and high energy
consumption [17,18]. It cannot meet the large-scale requirement nor the fast and high
precision of ADS.

A common way to increase the speed of sensor calibration is to replace manual
calibration with automated equipment [19,20]. In [21], an automatic and fast calibration
method for sensors was proposed. However, this method only optimizes the calibration
process and does not analyze the dynamic performance of the calibration system. In [22], an
active control sampling method was proposed, which trains the system before sensor data
collection. However, this method is unsuitable for situations with little prior knowledge of
the sensor [23–25]. In [26], a fast dynamic calibration method was proposed, which predicts
the sensor’s transfer function according to the dynamic data during the calibration process
and improves the efficiency of the sensor calibration process. However, this method has
high requirements for the stability of the calibration system and low resistance to external
interference. The above cases show that using automated procedures to calibrate the sensor
can improve efficiency. However, there are still significant challenges in analyzing system
dynamic performance and control strategies [27,28].

To realize the automatic control of temperature sensor calibration, we must obtain the
dynamic transfer function of the temperature sensor to complete the design of the system
control strategy. In [29], dynamic models of temperature sensors in benchmark tubular
reactors were built, and their sensitivity to external perturbations was analyzed. In [30], a
dynamic model of a bridge temperature sensor powered by dual constant current sources
was developed. The sensor was calibrated, and the results showed promising results
in high-temperature areas. In [31], a dynamic model of a hybrid system for measuring
temperature using an optical fiber and a bimetal element was developed, and the sensor
was calibrated. Existing research has established a relatively complete dynamic model of
the temperature sensor. However, the system environment in which the sensor is located is
different. In ADS, the dynamic model established before is no longer applicable.

In many essential projects related to people’s livelihood, such as smart energy man-
agement [32], techno-economic feasibility of photovoltaic solar generation systems [33],
and permanent magnet synchronous motor [34], many advanced control algorithms have
been used to obtain more satisfactory results. For the calibration system, to control the
cost, the control computer in the system can often only provide the classical PID control
method [35,36]. The key to the success of the PID control method is how to design the
parameters of the control system [37]. The Ziegler–Nichols (Z-N) tuning method in [38],
which can design the controller’s parameters, requires some prior knowledge and manual
tuning. The Transfer-Function-Based (TFB) method in [39] can adjust the controller’s pa-
rameters according to the transfer function’s characteristics to obtain better performance.
The Fuzzy PID method in [40] can dynamically adjust the parameters of the PID controller
during the system response phase. Many excellent PID controller design methods have
been proposed in the existing research. However, the control signal input to the incubator
must be tightly controlled in terms of amplitude. Excessive control signals will lead to
increased energy consumption or even damage the thermostat. Meanwhile, the cooling
and heating of the incubator are controlled by the compressor and the resistor, respectively.
The rapid switching of temperature states will cause the compressor to start and frequently
stop, resulting in damage. Therefore, the switching frequency of the control signal input
to the incubator must be strictly controlled. The existing PID controller design methods
cannot temporarily meet the controller parameter design’s needs in the calibration system.

Without a fast calibration method for temperature sensors in ADS, daily, high-altitude
atmospheric detection is questionable. This paper provides a Tube–Air–ADS physics model
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for the first time, which is used to obtain the system’s dynamic transfer function in the
temperature calibration process. According to the actual situation of the calibration system,
the model combines the Navier–Stokes equation and the energy equation to establish a
finite element model. Then, the system is identified by the Sanathanan–Koerner (S-K)
iterative method, and the dynamic transfer function is obtained. This paper proposes a
Multi-Criteria Adaptive (MCA) PID controller design method. The input control signal
amplitude and switching frequency of the thermostat are comprehensively considered to
ensure the service life of the thermostat. At the same time, the calibration efficiency of the
temperature sensor is improved. Combined with the designed detection circuit precision,
this paper also provides a Variable Precision Steady-state Discrimination (VPSSD) method,
which further reduces the calibration time of the temperature sensor. In this paper, two
major aims are studied: We analyze the mode of temperature transfer and the mechanism
of action in ADS. We build a suitable physical model to analyze the dynamic performance
of ADS and find a reasonable method to improve the calibration speed. We design an
appropriate control strategy under the existing hardware conditions. Combined with the
actual system performance and parameters, we comprehensively improve the calibration
speed on the premise of ensuring the safety and stability of the system. Compared with
existing methods, this paper mainly makes the following improvements:

• We built a Tube–Air–ADS system and thermostat physical field model, which first
obtains the dynamic transfer function of atmospheric sounding system temperature
sensor calibration;

• We propose an MCA PID controller design method, which shortens the calibration
time to 47.7% compared with the existing method, and at the same time, ensures the
safe operation of the thermostat under extreme conditions;

• We present a VPSSD method in temperature calibration, which reduces the calibration
time of the MCA PID controller design method by 38.7 s.

The rest of this paper is organized as follows. System Physics Modeling is presented
in Section 2. Section 3 describes the System Control Method used in this paper. The last
two parts, Sections 4 and 5, are the evaluation and conclusions, respectively.

2. System Physics Modeling
2.1. Calibration System Overview

An overview of the temperature sensor calibration system for ADS is shown in
Figure 1a. It is mainly composed of the thermostat, glass tube, fixed fixture, and stan-
dard thermometer. The physical photo of the temperature sensor calibration system for
ADS is shown in Figure 1b.

ADS: ADS mainly consists of a variety of sensors, a signal acquisition system, a
wireless communication module, and a power supply system. The thermal resistance with
a negative temperature coefficient is selected as the sensitive element of the temperature
sensor in the detection system. Thermistors are susceptible to a variety of factors, including
circuits and the environment. At a certain temperature, it is impossible to guarantee
accurate resistivity mapping. In addition, the detection system operates at an ambient
temperature of −80 ◦C and the electronic components of the system operate at a minimum
temperature of −45 ◦C. Therefore, it is necessary to cover the external surface of the
detection system with insulation foam to ensure that the system works properly at low
temperatures.

Thermostat: Temperature sensors in the ADS operate between −80 ◦C and 50 ◦C and
require calibration tests in thermostats in refrigeration and heating modes. An ethanol
bath thermostat is used as calibration equipment. It consists of an ethanol-solution tank, a
temperature control system, and a blender. The ethanol tank is equipped with a temperature
sensor, through which the temperature control system controls the temperature of ethanol
at the set temperature. The blender continuously blends the ethanol while the thermostat
is working to ensure uniformity of temperature.
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Figure 1. (a) Temperature sensor calibration system for ADS, mainly including ADS, thermostat,
glass tube, fixed fixture, and standard thermometer. (b) The physical photo of the temperature sensor
calibration system for ADS.

Glass tube and fixed fixture: The ADS cannot be placed directly in the thermostat
ethanol solution. It needs to be placed in a glass tube for calibration. The fill gas between the
sounder and the glass tube is air. The tube is fixed in an ethanol bath with a polyethylene
sheet. The polyethylene sheet holds the glass tube in place and reduces the evaporation of
ethanol to a certain extent.

Standard thermometer: The temperature sensor of the ethanol bath is inside the
ethanol tank, and the thermal resistance of the detection system actually measures the
temperature of the air in the glass tube, which cannot be guaranteed to be the same as the
temperature inside the ethanol tank. The standard thermometer is placed inside the glass
tube to detect the temperature near the thermistor and revise the calibration accuracy.

During calibration, a calibration point is set for each change of 10 ◦C. The temperature
of the thermostat is set to the calibration point, and the temperature values shown by the
standard thermometer are observed. When the temperature near the thermistor stabilizes,
the thermistor resistance is recorded and the temperature shown in the standard thermome-
ter. The resistance–temperature curve of the thermistor is fitted by the least squares method,
and the characteristic temperature curve of the thermistor is obtained.

2.2. Dynamic Heat Transfer Model of System

To control the temperature calibration system quickly and accurately, we established a
dynamic heat transfer model of the system. In the modeling process, some basic assumptions
need to be put forward to ensure the simplicity and feasibility of the model and to ensure
that the model can accurately restore the dynamic performance of the existing system.

2.2.1. Dynamic Heat Transfer Model of Ethanol Bath Thermostat

The heating and cooling of the ethanol bath are carried out by a heating resistor and
refrigeration compressor, and the whole process is carried out at constant cooling and
heating power. The compressor, heating resistor, and ethanol directly exchange heat, and
the exchanged heat Q1 can be expressed as

Q1 = Ce ·me · ∆T1, (1)

where Ce is the specific heat capacity of ethanol, me is the mass of ethanol in the ther-
mostat, and ∆T1 is the temperature difference between the ethanol temperature and the
set temperature.
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Through many calibration experiments, the temperature control process of an ethanol
bath thermostat is a typical first-order system. The temperature change ∆T1 is used as the
input of the thermostat. After adjusting time ta, the system reaches a stable state with a
margin of error of 2% and can be expressed as [41]

G1(s) =
T1(s)
Q1(s)

=
1

0.25ta · s + 1
, (2)

where T1 is the temperature of ethanol.
The temperature calibration system uses computer control, the frequency of data

sampling frequency is f , and the sampling interval is ∆t = 1
/

f , and the transfer function
of the ethanol thermostat is discrete. Before the transfer function of the thermostat, the
discrete transfer function is obtained by the serial Zero-Order Holder (ZOH),

G1(z) = Z
[

1− e−∆ts

s
G1(s)

]
=

z− 1
z

Z
[

1
s(0.25ta · s + 1)

]
=

1− e−
4∆t
ta

z− e−
4∆t
ta

. (3)

2.2.2. Dynamic Heat Transfer Model of Tube–Air–ADS

The structural composition of the Tube–Air–ADS is as shown in Figure 2a. The main
components considered in the modeling process are air, glass tube, and foam. In order to
simplify the modeling process, the geometry of the system is reduced to a two-dimensional
plane rotating around the z axis, as shown in Figure 2b, and the coordinates of any point in
space can be expressed in terms of height and radius. The coordinate sets of air, glass tube,
and foam parts can be represented as Ωair(z, r), Ωtube(z, r), and Ω f oam(z, r), respectively.
A triangular grid is used to analyze the two-dimensional area of the system, and the
coordinates of the sectioning points are calculated by physical field. The results of the grid
sectioning are shown in Figure 2c.

Foam

Glass 
Tube

Air

Thermistor
Area

𝑟𝑟 = 0

𝑧𝑧(a)

Rotate

𝑟𝑟 = 0

(b)

Rotate

𝑟𝑟 = 0

(c)

Figure 2. (a) Heat transfer model of Tube–Air–ADS structure diagram. (b) Two-dimensional struc-
tures. (c) Grid segmentation.

During the calibration of the detection system, power supply and communication
with external equipment are required. The air in the glass tube flows through the holes
in the polyethylene cover. The heat transfer of air in the glass tube is studied in the form
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of fluid. The flow of air in the glass tube affects the heat transfer in different areas. The
velocity field u is updated using the Navier–Stokes equations to describe the air flow in the
glass tube [42], and the velocity vector u(z, r, t) of the air region Ωair(z, r) in the tube at
any given time t (t > 0) can be obtained by iterating the differential equation{

ρair

(
∂u
∂t + u · ∇u

)
= ∇ ·

[
−ρairI + µ

(
∇u +∇uT)]+ ρairg + F

ρair∇ · u = 0
, (4)

where ρair is air density, ∇· is the dispersion operator, I is unit matrix, µ is aerodynamic
viscosity, g is gravitational acceleration, and F is the external force acting on a fluid.

Use the special forms of the energy equation mentioned in [43] to update the tem-
perature field T in the ADS. The temperature distribution of the air region in the tube at
t moment is related to the solution of the velocity field u(z, r, t), while temperature field
T(r, z, t) changes the velocity field distribution. The temperature field equation for air
region Ωair(z, r) is

ρaircp_air

(
∂T
∂t

+ u · ∇T
)
−∇ · (kair∇T) = Q2 + Qp + Qvd, (5)

where cp_air is the constant pressure heat capacity of air, kair is the thermal conductivity of
air, Q2 is the heat power transferred from the outside to the air, Qp is the thermal power
generated by the compression or expansion of the air, and Qvd is viscous dissipation.

The heat transfer of the system involves two other solid materials, glass tube wall
Ωtube(z, r) and insulating foam Ω f oam(z, r) on the outside of the ADS. The temperature
field equation for solid materials is

ρtubecp_tube

(
∂T
∂t

+ u · ∇T
)
−∇ · (ktube∇T) = Q3 + Qted_tube, (6)

ρ f oamcp_ f oam

(
∂T
∂t

+ u · ∇T
)
−∇ ·

(
k f oam∇T

)
= Q4 + Qted_ f oam, (7)

where ρtube is tube density, cp_tube is the constant pressure heat capacity of tube, ktube is the
thermal conductivity of tube, Q3 is the heat power transferred from the outside to the tube,
and Qted_tube is the elastic thermal power of tube. Equation (6) describes the definition of
the same parameters related to foam as Equation (7).

The heat exchange between the Tube–Air–ADS and the outside world consists of
two parts. One is the heat flux A formed by the air at the tube mouth and the room
environment, and the other is the inward heat flux B formed by the tube wall and the
ethanol bath thermostat:

qtop = htop(Troom − T), (8)

qside = hside(Teth − T), (9)

where htop is the heat transfer coefficient of air at the top of the glass tube, Troom is the
indoor ambient temperature, hside is the heat transfer coefficient of the side wall of the tube,
and Teth is the ethanol temperature.

Since there is a blender in the ethanol bath, the flow of ethanol outside the tube is
calculated by forced convection. The heat transfer coefficient can be expressed by
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hside =
keth
D

0.3 +
0.62ReD1/2Pr

1/3[
1 +

(
0.4
Pr

)2/3
]1/4

[
1 +

(
ReD

2.82× 105

)5/8
]4/5

, (10)

where D is the diameter of the glass tube, Re is the Reynolds number, Pr is the Prandtl
number, and keth is the thermal conductivity of ethanol.

During the iteration of the equation, the air in the tube undergoes heat exchange with
the tube inner wall, indoor environment, foam, etc., and the temperature field T(z, r, t) and
velocity field u(z, r, t) are continuously updated with parameters. Finally, the temperature
field and velocity field reach a stable state. Temperature T′ in the thermistor region at ti is
obtained after a given temperature step Ti(i = 1, 2, · · · , nu) is entered ti. The dynamic heat
transfer function of the glass tube air-probe system can be described as G2(z) = M(z)

/
D(z).

The number of zeros and poles of G2(z) will be determined according to the form of the
system step response.

The time domain function of the system has a complex form; so, it is difficult to obtain
the transfer function of the system through the Laplace transform. The system transfer
function can be analyzed as the time domain waveform of the system dynamic response,
which is a nonlinear least squares problem. Using the Sanathanan–Koerner (S-K) iterative
method for least squares solution [44], the solution objective function can be described as

minimize
D,Mi

n f

∑
k=1

∣∣∣∣∣W(ωk)

[
T′ i(ωk)−

nu

∑
i=1

Mi(ωk)

D(ωk)
Ti(ωk)

]∣∣∣∣∣
2

, (11)

where ωk are the frequency points involved in the process of solving the objective function
optimally, W is the associated weight of the specified frequency, and nk is the number of
frequency points selected.

3. System Control Method
3.1. MAC PID Controller Design Method

Figure 3 shows the structure of the PID control system, where T∗(t) represents the
discrete temperature setting signal input, e∗(t) represents the discrete control signal input to
the PID controller, c∗(t) represents the discrete temperature control signal output from the
PID controller to the thermostat, and T′(t) represents the continuous temperature change
of the temperature sensor. In the process of parameter setting of the PID control method,
only the steady-state time and overshoot of the final output T′(t) are considered, and the
controller output is ignored. This will cause the signal c∗(t) output from the controller to
the thermostat to have a larger amplitude, or to change direction too quickly, eventually
leading to damage to the thermostat.

𝑃𝑃𝑃𝑃𝑃𝑃(𝑧𝑧) 𝐺𝐺1(𝑧𝑧) 𝐺𝐺2(𝑧𝑧)
𝑇𝑇∗ (𝑡𝑡) +

-

𝑇𝑇′(𝑡𝑡)𝑒𝑒∗ (𝑡𝑡) 𝑐𝑐∗ (𝑡𝑡)

Figure 3. PID control system structure.

Based on the original PID, the input temperature limit Ts and the minimum switching
time ts of the working state are added as the main standard; the parameters are time-
adjusted automatically according to the prescribed procedure; the adaptive parameter
adjustment process of PID parameters is achieved; the long-term stability of the thermostat



Appl. Sci. 2022, 12, 11733 8 of 19

is guaranteed; and the rapidity and stability of T′(t) is also guaranteed, which improves
the reliability of the system.

In the process of ethanol temperature adjustment, we limit the change of setting
temperature and avoid damage to the instrument. The input temperature change limit
value is Ts. The temperature setting limit criterion function can be expressed as

flimit(t) =
{

1 |c∗(t)− T∗(t)| ≤ Ts
0 |c∗(t)− T∗(t)| > Ts

. (12)

Heating and cooling of the converter is completed by switching between the com-
pressor and the heating resistor. Switching in a shorter time can cause damage to the
compressor; so, it is necessary to limit the switching time of the working state. The mini-
mum switching time of the working state is ts. The switching time limit criterion can be
expressed as

fswitch(t) =


1

ts/∆t
∏
j=1

c∗ [t−(j−1)∆t]−c∗(t−j∆t)
∆t ≥ 0

0
ts/∆t
∏
j=1

c∗ [t−(j−1)∆t]−c∗(t−j∆t)
∆t < 0

, t ∈ (ts,+∞). (13)

where ∆t is the sampling time of the discrete control system.
Based on the adjustment time and overshoot criterion designed by the PID controller,

temperature setting criteria and switching time limit criterion were added, and adaptive
adjustments were made based on the set expected performance indicator parameters, as
shown in Algorithm 1.

3.2. VPSSD Method

In judging the adjustment time tp, the stable range of the acceptable steady-state
error ess needs to be given. However, due to the resistance temperature characteristics
of Negative Temperature Coefficient (NTC) thermistor and the accuracy of the detection
circuit, the ess steady-state error range will change in the larger temperature range. By
calibrating different temperature ranges and combining with the precision of the detection
circuit, the steady-state error range of the response is given, and the calibration speed is
further improved.

A typical NTC thermistor detection circuit is shown in Figure 4, where RNTC is the
thermistor, R1 and R2 are voltage divider resistors, C is the filter capacitor, AIN is the analog
signal input of the Analog-to-Digital Converter (ADC), and REF is the reference voltage
input. RNTC changes with temperature during operation, resulting in a change in its input
voltage to AIN. The ADC compares the input voltage with the reference voltage REF to
obtain the quantized resistance value, and the temperature at this point can be obtained
through subsequent computer processing.

The resistance value in NTC thermistor changes with the change in external tempera-
ture, and the relationship between its resistance and temperature change can be described as

RNTC = R0 exp
{

B
(

1
T
− 1

T0

)}
, (14)

where R0 is the resistance of the thermistor at 25 ◦C, T is the ambient temperature,
T0 = 298.15 K, and B is the constant associated with the thermistor.
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Ideally, the resolution accuracy of the ADC voltage measurement can be expressed as
∆V = Vcc

/
2p (p is the number of ADC bits). Combined with the NTC resistor temperature
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variation law and the structure of the detection circuit, the temperature error range related
to the ADC bit number p is derived as

∆TADC =

∣∣∣∣∣∣∣−
{

exp
[

B
(

1
T −

1
T0

)]
R0 + R1 + R2

}2
T2

2p exp
[

B
(

1
T −

1
T0

)]
R0(R1 + R2)

∣∣∣∣∣∣∣. (15)

During the temperature calibration of NTC thermistors, when it is determined that the
temperature is stable at a certain temperature point, a certain number q of the resistance
value of the thermoresistor at that temperature needs to be recorded. The temperature
stability criterion at the current moment can be expressed as∣∣T∗[t− (j− 1)∆t]− T′[t− (j− 1)∆t]

∣∣ ≤ max
{

∆TADC, ∆Texp
}

, j ∈ [1, q], (16)

where ∆Texp is the expected temperature calibration accuracy set according to actual needs.
The core idea of the temperature stability criterion is to select the ∆TADC and ∆Texp criteria
according to the state to judge the stability of the T′. The workflow is shown in Algorithm 2.
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4. Evaluation

This section mainly focuses on the following three points to start the parameter setting
and evaluation work: (1) Based on the heat transfer model of the system presented in
Section 2, the transfer function of the system temperature calibration process is obtained by
combining practical experiment and COMSOL finite element analysis; (2) the initial PID
controller parameters are obtained by using Simulink PID Tuner toolbox combined with
the actual speed and stability requirements of the system, and the control parameters are
obtained by using MAC PID controller design method to compare the effectiveness of each
control system; (3) combining the temperature calibration accuracy with the actual design
of the hardware index of ADS, the calibration time of the system under different conditions
is obtained and compared using the VPSSD method.
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4.1. Dynamic Model Parameter Setting

A large number of practical experiments have proved that the ethanol temperature
changes every ∆T1 = 10 ◦C, the ethanol to achieve temperature stability of the regula-
tion time is stable in ta = 120 s, and the sampling interval is ∆t = 0.1 s. Combined
with Equation (3), can be obtained from the transfer function of the ethanol temperature
chamber as

G1(z) =
3.328× 10−3

z− 0.997
. (17)

In this paper, the Tube–Air–ADS system is modeled and quantified by COMSOL
Multiphysics. The boundary conditions are obtained and differential equations are solved
by using the laminar flow and fluid heat transfer modules. The transient processes of
temperature and velocity fields in the glass tube are studied. The material parameters of
glass, air, and ethanol from the COMSOL internal material library are used and the thermal
conductivity k f oam = 0.03 W

/
(m ·K), density ρ f oam = 60 kg

/
m3, and constant pressure

heat capacity cp_ f oam = 200 J
/
(kg ·K) of the foam are set according to the real system

dimensions. Figure 5 shows the established FEA geometry model and the distribution of
temperature field T(z, r, t) and velocity field u(z, r, t) at t = 20 s and t = 200 s after the
beginning of the simulation. As the simulation progresses, the distribution of temperature
and velocity fields gradually tends to the steady state.

K𝑡𝑡 = 20s 𝑡𝑡 = 200s 𝑡𝑡 = 20s 𝑡𝑡 = 200s mm/s(b)(a)

Figure 5. (a) Temperature field distribution in the glass tube at t = 20 s and t = 200 s. (b) Velocity
field distribution in the glass tube at t = 20 s and t = 200 s.

The simulation time step ∆t is set to 0.1 s and simulation time to 200 s. As shown
in Figure 6, a step temperature input is given to the Tube–Air–ADS system at 10 s of the
simulation, i.e., the ethanol temperature outside the glass tube is changed by 10 ◦C from
the steady state.
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Figure 6. Finite element simulation and S-K iterative fitting of temperature dynamics.

The S-K iterative method mentioned in Equation (11) is used to fit the temperature
dynamic response of the Tube–Air–ADS system obtained from the finite element analysis.
G2(z) has one zero and two poles, and the sampling time ∆t = 0.1s of the system is set
in the fitting process. The accuracy of the curve fit, as shown in Figure 6, is 96.29%. The
dynamic transfer function of the ADS system is as follows:

G2(z) =
3.758× 10−4z−1

1− 1.955z−1 + 0.955z−2 . (18)

4.2. Controller Parameter Setting and Evaluation

The PID parameters of the system are designed using the PID Tuner toolbox in
Simulink, which is commonly used in the PID parameter tuning process, to confirm the
initial optimal PID parameters of P = 1.986, I = 0.069, D = 5.302; then, we set the filter
order N = 0.570 and add the designed PID controller to the loop of the temperature control
system. The controller parameters are adjusted according to the MAC PID controller design
method proposed in Section 3.1. The minimum adjustment time ts ≥ 5 s, temperature
change limit Ts ≤ 15 ◦C, overshoot σ% ≤ 5%, and adjustment time tb ≤ 150 s are set during
the adjustment process. After adjustment, the PID parameters are P = 1.030, I = 0.033, and
D = 0.

At the same time, several mature and perfect PID controller design methods are
selected for comparison [45,46]. Using the Z-N PID parameter design method [38], a set of
parameters is obtained as P = 2.383, I = 0.367, and D = 3.874. Without human intervention,
the simulation results show that this set of parameters causes the system to diverge; so, it
cannot be used. Using the TFB PID parameter adjustment method in [39] and the Fuzzy
PID method of automatic parameter adjustment in [40], the corresponding system response
curve is obtained. The details are described below.

4.2.1. Evaluation of Adjustment Time and Overshoot Criterion

Figure 7 shows the response of the ADS temperature sensor calibration system to
step control signal input with different control strategies. We set the expected temperature
calibration accuracy at 0.5% steady-state error. For the step signal input, the original system
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without adding the controller has no overshoot but the adjustment time is very long at
183.9 s. The PID controller is added to the original system and the adjustment time is
shortened to 104.8 s; however, the system has an overshoot of 9.4%, which does not meet
the requirement of overshoot σ% ≤ 5%. Using the TFB PID parameter adjustment method,
the system’s dynamic performance is greatly improved and the adjustment time is only
59.2 s. However, the controller output signal of this method is not suitable for calibrating
the system, which will be explained in detail later. Then, we use the Fuzzy PID control
method, the overshoot of the system is 10.9%, and the adjustment time is 112.4 s. It does
not obtain satisfactory stability and dynamic performance. Using the MCA PID controller
design method, the overshoot of the system is only 0.7%, and the adjustment time is 87.7 s,
achieving better stability and dynamic performance.

0 50 100 150 200 250 300

0.0

2.5

5.0

7.5

10.0

12.5

Illustration Signal ∆𝑇𝑇𝑒𝑒𝑒𝑒𝑝𝑝(℃) 𝜎𝜎% 𝑡𝑡𝑝𝑝(s)

Step ----- ----- -----

Original 0.05 0 183.9

PID 0.05 9.4 104.8

MCA 0.05 0.7 87.7

TFB 0.05 9.9 59.2

Fuzzy 0.05 10.9 112.4

𝑡𝑡 (s)

Figure 7. System response under different controllers.

4.2.2. Evaluation of Temperature Setting Limit and Switching Time Limit Criterion

Figure 8 shows the c∗(t) signal output of the PID controller and the MCA PID controller.
The control signal input to the temperature chamber from the PID controller outputs a
maximum temperature control signal of 50.08 ◦C at 10 s, which exceeds the temperature
change limit of Ts ≤ 15 ◦C and does not meet the temperature setting limit criterion. For
the TFB PID parameter adjustment method, there is a large mutation of the control signal.
In the actual use process, it will cause direct damage to the thermostat control system.
For the Fuzzy PID control method, the parameter adjustment process can be seen from
the controller output signal. Its output signal is smaller than the original PID but cannot
meet the system requirements. For the MCA PID controller, at 27.5 s, the output maximum
temperature control signal is 13.09 ◦C, which meets the temperature setting standard.
Combining the c∗(t) signal output of the several PID controllers, it is found that the MCA
PID controller design method can control the output of the control signal to the thermostat
well, and can limit the output of the large value control signal to ensure the safety and
stability of the thermostat process.
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Figure 8. PID controller output signal.

Figure 9 shows the control of the working state of the thermostat by the c∗(t) signal
output by various controllers. The PID controller produces a heating control signal at 10.0 s
and a cooling signal at 10.01 s, remaining inactive for only 0.3 s between 66.7 and 67 s, and
failing to satisfy the required short adjustment time ts ≥ 5s. For the TFB PID controller
design method, although it has better dynamic performance in Figure 7, its control signal
direction changes frequently. For the Fuzzy PID control method, the direction of the control
signal frequently changes due to the automatic adjustment of the controller parameters.
For the above controllers, the direction of the output signal frequently changes, which will
speed up the loss of the thermostat and even cause damage to the compressor. The MCA
PID control method proposed in this paper, from 106.0 s to 117.6 s, is the shortest time
to maintain a working state. The time interval is 11.6 s, which satisfies the set minimum
adjustment time. It can ensure the incubator’s long-term stable operation and improve the
system’s reliability.

0 50 100 150 200 250 300 0 50 100 150 200 250 300

0 50 100 150 200 250 300 0 50 100 150 200 250 300

𝑡𝑡 (s) 𝑡𝑡 (s)

Heating

Standby

Cooling

Heating

Standby

Cooling

PID MCA

TFB Fuzzy

Sudden 
Change 

of Status

Figure 9. Ethanol thermostat working condition.
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4.3. VPSSD Method and Temperature Calibration Time Evaluation

The temperature sensor used in the atmospheric detection system is a negative tem-
perature coefficient thermistor. With glass encapsulation, the thermal conductivity is fast
and the conditioning time is negligible relative to the calibration system. After a practical
calibration test, the sensor resistance R0 = 15.60 KΩ at 25 ◦C has a B value of 3718 and the
relationship between resistance change and ambient temperature can be expressed as

RNTC = 15.60× exp
{

3718
(

1
T
− 1

298.15

)}
. (19)

The hardware composition of the atmospheric sounding system temperature detec-
tion circuit is the same as that shown in Figure 4. The AD7714 is used as the digital-to-
analog converter chip with 24-bit detection accuracy, where R1 = 200 KΩ, R2 = 100 KΩ,
VREF = VCC = 2 V, and C = 0.01 µF.

During the calibration of the thermistor, the expected temperature calibration accuracy
is ∆Texp = 0.05 ◦C. Record a set of data at intervals of 10 ◦C in the −80 ◦C to 50 ◦C
temperature range. The minimum temperature variation in the external environment
that the ADC detection circuit can distinguish is between −80 ◦C and 50 ◦C, as shown in
Figure 10a. In the temperature range −70 ◦C to 0 ◦C, the temperature resolution accuracy
of the detection circuit is higher than ∆Texp. The steady-state temperature error during
calibration can be set according to ∆Terror = ∆Texp. In the temperature range −80 ◦C,
10 ◦C to 50 ◦C, the temperature resolution accuracy of the detection circuit is lower than
∆Texp. The steady-state temperature error during calibration can be set according to
∆Terror = ∆TADC.

0 50 100 150 200 250 300
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Figure 10. (a) Detection accuracy of the ADC circuit at different temperatures. (b) Stabilization time
of starting calibration at different calibration temperature points.

The abscissa of the curve in Figure 10b is the calibration time, and the ordinate is the
logarithmic steady-state error of the currently recorded resistance value of group q = 30.
The ∆Terror corresponds to each point in the curve, the steady-state error of the first 30 points
of the point is less than ∆Terror. The steady-state error of the current control loop at different
temperature points can be found in Figure 10b by matching the final steady-state error
calibration required for the current system to the coordinate point in Figure 10a. The
adjustment time of each control method for different steady-state errors is shown in Table 1.
Combined with the ∆T at each temperature point in Figure 10a, the ∆T corresponding to
−70~0 ◦C is the smallest; so, the steady-state time is the longest. The ∆T corresponding to
30 ◦C, 40 ◦C is smaller than 50 ◦C and bigger than −70~0 ◦C; so, the steady-state time is
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longer than 50 ◦C but less than −70~0 ◦C. In general, the smaller the ∆T, the longer the
steady-state time.

Table 1. Steady -state time of each control method at different temperature points.
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Do not use the VPSSD method, calibrate every 10 ◦C in the range of −80–50 ◦C
according to ∆Texp = 0.05 ◦C. The adjustment time of each control method at different
temperature points is shown in Table 1. For TFB and Fuzzy PID control methods, their
controller signal output cannot meet the requirements. Therefore, their steady-state time
has no practical application value and is no longer analyzed. The total calibration time
of the original system is 2574.6 s, of the PID control method is 1467.2 s, and of the MAC
PID controller design method is 1227.8 s. The total calibration time of MCA PID control is
reduced to 47.7% of the original system, and the calibration time is reduced by 239.4 s on
the basis of PID control while ensuring the service life of the temperature chamber.

Using the VPSSD method proposed in this paper, the total calibration time of the original
system is reduced from 2574.6 s to 2348.9 s, a reduction of 225.7 s. The PID control method is re-
duced from 1467.2 s to 1318.0 s, a reduction of 149.2 s. The MAC PID controller design method
is reduced from 1227.8 s to 1189.1 s, a reduction of 38.7 s. Therefore, for different control
methods, the variable-precision steady-state discriminant method can significantly reduce
the total system calibration time. Combined with the MAC PID controller design method,
the total calibration time can be reduced to 46.2% of the original system. While ensuring
the service life of the temperature chamber, the total calibration time is greatly improved.

5. Conclusions

For the problem of slow calibration speed of the temperature sensor in ADS, this paper
proposes a fast calibration method for the sensor. The proposed MCA PID controller design
method and VPSSD method optimize the established Tube–Air–ADS dynamic model’s
calibration process. The goal of optimization is to maximize the calibration efficiency of the
temperature sensor with the premise of ensuring the safe and stable operation of the system.
This paper presents the Matlab/Simulink simulation results of the proposed controller. It is
compared with the simulation results of the original system and other control strategies. The
current comparative analysis results show that the proposed method effectively improves
the calibration efficiency, and the total calibration time is reduced to 47.6% of the original.
The maximum value of the controller output signal of the recommended method is 13.09 ◦C,
which produces an overshoot of only 0.7%. At the same time, the minimum time interval
for its signal direction change is 11.6 s. Therefore, it effectively ensures the safe and stable
operation of the system. The following is a summary of the novelties and contributions of
this work: We build the Tube–Air–ADS physical model, which provides the possibility to
obtain the dynamic transfer function of the ADS temperature calibration process. Based
on the existing system hardware, the PID controller parameter design method and VPSSD
method proposed in this paper can not only improve the calibration efficiency but also
ensure the safety and stability of the system. Our future work will focus on the practical
and extended applications of the fast calibration method, as well as more in-depth research
and experimental verification of the mechanism of the sensor calibration process itself.
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