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Abstract: Artificial intelligence in games is one of the most challenging tasks in academia and
industry. In action role-playing games, how to manage combat effectively is a key issue related to
game development and the player’s experience. The Belgian artificial intelligence (BAI) algorithm is
a classic but limited method that is widely used for combat management between the player and
enemies. To address the poor adaptability of BAI, this paper proposes an improved Belgian artificial
intelligence (IBAI) algorithm with dynamic difficulty adjustment (DDA) and implements two systems
separately based on BAI and IBAI in Unreal Engine 4. Advantages on 12 parameters—10.086 mean
total score greater, and 0.079 standard deviation smaller—demonstrate that the system based on IBAI
has higher adaptability and a better player experience by comparing the two systems in different
situations and inviting players to participate in gameplay experiences and questionnaires. The robust
dynamic management mechanism of IBAI can help game designers and developers achieve the
combat system of action role-playing games more efficiently, thus, shortening the development cycle
and improving the player retention rate.

Keywords: action role-playing games; game artificial intelligence; dynamic difficulty adjustment;

combat management

1. Introduction

Artificial intelligence is developing by leaps and bounds and has cut a figure in
academia and industry. In general research, Al is highly technical and professional to lay
the foundation of every walk of life [1-3]. In the field of games, artificial intelligence R
and D is challenging work that requires game designers and developers to have creative
thinking as well as solid insight [4,5]. Game Al aims mainly to maximize the fun of the
player while enhancing the game challenge and supporting an extraordinary gaming
experience [6-8]. The player experience refers to the total effect of feelings, thoughts,
emotions, and behaviors exerted on the player during the gameplay, including immersive
experience, game participation experience, demand satisfaction experience, etc. [9,10]. The
player experience is not an attribute of the game, but the state in which the player interacts
with the game, which directly determines the sales volume, praise, player retention rate, and
other key indicators [11-13]. Dynamic difficulty adjustment (DDA) is a typical technology
that can maintain the player’s interest to ensure their gaming experience by modifying
game parameters, behaviors, and scenes in real-time according to the player’s skill level
automatically [14-17].

Role-playing games are one of the oldest and is also the most popular game genre [18].
In recent years, research focusing on the design of role-playing games has become a hotspot,
including procedural generation [19-21], pathfinding systems [22], narrative systems [23],
weapon systems [24], drop systems [25], etc. However, research on DDA and combat
management system is relatively rare. Action role-playing games are a representative
branch of role-playing games [26], where the game challenge is mainly derived from the
combat interaction between the enemy and the player [27]. The management of combat
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will affect the development progress, cost, and difficulty of the game directly, thus, affecting
the player experience [28].

The kung-fu circle is a classic combat management algorithm, where the enemy is able
to attack the player [29]. However, kung-fu circle is inappropriate for fast-paced combat,
and it does not take into account the relationship between enemy types and attack types
for multiple enemies.

“Kingdoms of Amalur: Reckoning” is an excellent action role-playing game. The
combat management system of this game was designed and implemented based on the
Belgian artificial intelligence (BAI) algorithm [29]. BAI uses the same rules-based content
for each decision, which is more complete and adaptive than Kung-Fu Circle. From the top
level, BAl is based on rectangular grids, and only one enemy is allowed in each grid. There
are glaring differences in the interaction area between enemies and the player in different
grids, where a few attack types can be managed. Meanwhile, the decision mechanism of
BAI may cause problems when the number or position of the enemy changes. In addition,
the combat diversity is also insufficient, which leads to a decline in game balance.

In order to address the problems above, this paper proposes an improved Belgian
artificial intelligence (IBAI) algorithm, whose main contributions are as follows.

1. The melee-ranged buffer-pursuit (MRBP) ring model with DDA introduced, the grid
priority (GP), and real-time induction and distribution (RID) algorithm, as well as
attack weight threshold (AWT) and global cooldown (GCD) are suggested to improve
the scope and imperfections of BAI.

2. Two combat management systems based on BAI and IBAI are implemented in Unreal
Engine 4. By testing the adaptability of the two systems in different situations and
inviting players to participate in gameplay experiences and questionnaires, the results
demonstrate that IBAI owns higher adaptability and player experience than BAL

3. IBAlis able to help game designers and developers achieve combat management
systems for action role-playing games with high work efficiency.

This work combines quantitative and qualitative research methodologies. The remain-
der of the paper is organized as follows: In Section 2, the authors adopt literature research
and case studies to find and sketch the flaws of BAI Section 3 elaborates on the proposed
algorithm (IBAI). Questionnaire and statistical methods are used, and the adaptability as
well as player experience of BAI and IBAI are analyzed by comparing and gameplay testing
in Section 4. Finally, the contributions, implications, limitations, and future work of the
paper are concluded in Section 5.

2. Belgian Artificial Intelligence Algorithm

BAl is designed based on rectangular grids around the player. It divides the game
scene into player-centric and uniformly aligned rectangular grids. The eight grids around
the player are utilized to hold the attacking enemies; each grid can hold only one enemy.

In action role-playing games, BAI sets four variables for the player, namely maximum
grid capacity (MGC), current grid capacity (CGC), maximum attack capacity (MAC), and
current attack capacity (CAC). MGC limits the number of enemies that can attack the player
at the same time, while MAC determines the attack types. The initial CGC and CAC of the
player are equal to the MGC and MAC, respectively. BAI sets grid weight (GW) and attack
priority (AP) for each enemy, and attack weight (AW) for each attack type. GW represents
the grid capacity value that the enemy occupies in the grid, while AW represents the attack
capacity value of the enemy attack type. Each enemy has a normal attack, and its AW
is zero.

BAI presents a specialized Al called a stage manager, which provides maintenance for
enemy positioning in combat. The sum of GWs of enemies attacking the player simultane-
ously must be less than or equal to MGC, and the sum of AWs must be less than or equal to
MAC. That is, the CGC and CAC of the player are not allowed to drop below zero. The
execution process of BAI is shown as Algorithm 1.
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Algorithm 1 BAI

Require:

the player’s MGC, CGC, MAC, CAC, the enemy’s GW, AP, each attack type’s AW
Ensure:

behavior logic, process logic

29:
30:

31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:
43:
44
45:

46:
47:
48:
49:
50:
51:

nt < the number of enemies that have gained the attack right
ng < the number of enemies waiting outside the grids
n, < the number of attack types of the enemy
x + the distance between the enemy and the player
ng <— ny
flag <0
if an enemy registers a request to attack the player to the stage manager then
CompareGrid: if the enemy’s GW < the player’s CGC then
stage manager agrees to the request
stage manager assigns the enemy the closest available grid position
the enemy gains the attack right to the player
the player’s CGC = the player’s CGC—the enemy’s GW
ng<—np+1
if flag = 1 then
ng — ng — 1
else
stage manager rejects the request
the enemy waits outside the grids
if flag = 0 then
ng — ny +1
else
goto ContinueLoop
if an enemy that has gained the attack right dies then
the player’s CGC = the player’s CGC + the enemy’s GW
ng<—np — 1
if n; > ny then
the player’s CAC < the player’s MAC
Sort all enemies that have gained the attack right from 0 to 1;—1 according to the priority
of AP in descending order and x in ascending order
fori< Oton; —1do
Sort all attack types of the enemy from 0 to 1,~1 according to the priority of AW in
descending order and the game preset order
forj < Oton, —1do
the enemy registers a request to attack with the attack type to the stage manager
if this attack type’s AW < the player’s CAC then
stage manager agrees to the request
the player’s CAC = the player’s CAC—this attack type’s AW
break
else
stage manager rejects the request
end for
end for
if flag = 1 then
goto ContinueLoop
elseif n; <nj then
the player’s CAC < the player’s MAC
Sort all enemies waiting outside the grids from 0 to ny — 1 according to the previous
registration order
fork«+ Otonf—1do
flag <1
goto CompareGrid
ContinueLoop: flag < 0
end for
return behavior logic, process logic
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A combat example (shown in Figure 1) is provided to illustrate the interaction process between variables
and the stage manager in BAI In this example, MGC and MAC of the player are both 10, and all enemies use
melee attacks only.

AP
1
+
GW
3
AP MGC MAC AP MGC MAC AP MGC MAC
1 10 10 1 10 10 1 10 10
¥ " 2. - n.s "
lE » » @ * Player
GW AW|CGC CAC GW AW|CGC CAC GW AW|CGC CAC ’
3 5 i S 3 0 2 3 3 0 2 3 + Common Enemy
AZP AZP ¥ Elite Enemy
* * Normal Attack
~
aw AW GW AW (1] Heavy Attack
5 7 5 T Critical Attack

Figure 1. Combat example.

The player enters the attack decision area of a common enemy, which has a normal attack with an AW of
zero and a heavy attack with an AW of five. The enemy will prioritize the heavy attack to attack the player as
assigned by the stage manager. Later, an elite enemy joins the combat. It has two attack types, normal attack and
critical attack, with an AW of zero and seven, respectively. In this case, the elite enemy will attack with a critical
attack while the common enemy will attack with a normal attack after the reprocessing of the stage manager. Even
if the player later enters the attack decision area of other enemies, the requests of the enemies will be rejected.
Therefore, the enemies cannot enter the eight grids to attack the player and must wait outside.

BAI has a sounder mechanism and better adaptability compared with kung-fu circle, but it still has much
room for improvement. According to the detailed analysis with combined research methodologies, the flaws of
BAI can be concluded as below:

1. BAI holds the enemy in the form of eight rectangular grids, each of which can hold only one enemy and
cannot be adjusted adaptively according to the specific game mechanism. Additionally, the interaction
area between enemies and the player in the four grids at a 45-degree angle to the player is significantly
smaller than the ones at a 90-degree angle. Moreover, BAI can only manage melee attacks rather than
ranged attacks.

2. When multiple enemies register requests to attack the player simultaneously, the stage manager will reject
them even if the player’s CGC is large enough and the sum of these enemies’ GW is greater than the player’s
CGC. Additionally, when the number or position of enemies that have gained the attack right changes, the
position where enemies that have gained the attack right before the change may not be the closest attack
position after the change, or the enemy that is not assigned has already been in the grids after the change,
but its position conflicts with the position where enemies that have gained the attack right before the change.
The enemy may possibly not gain the attack right.

3. In case the enemy is authorized by the stage manager to attack the player, it will use an attack type to
attack constantly until the number of enemies that have gained the attack right changes. Furthermore, it
is impossible to prevent the same type of enemies from attacking the player with the same attack type
simultaneously, which will reduce combat diversity and game balance.

3. Improved Belgian Artificial Intelligence Algorithm

Based on the definition of variables and the stage manager in BAI, IBAI is proposed to include three
components, melee-ranged buffer-pursuit (MRBP) ring model with DDA introduced, grid priority (GP), and real-
time induction and distribution (RID) algorithm, as well as attack weight threshold (AWT) and global cooldown
(GCD).

3.1. MRBP Ring Model

In action role-playing games, enemies usually own some common behaviors and attack rules. It means that
enemies using melee attacks and ranged attacks can share the common behavior set of ones with the same type.
This design pattern adds behavior reuse to some extent [30], thus, the MRBP ring model addresses the problems
of BAL

Compared with BAI, which uses rectangular grids to hold enemies, the MRBP ring model is a player-centric
four-ring one (shown in Figure 2). The rectangular plane coordinate system is created with the current position of
the player, where the directions of the x-axis and the y-axis are determined according to the game world, which
does not change with the orientation of the player. Four circles with the radius of a, b, c,and d (a < b < c < d) are
created with the player at the center, melee circle, ranged circle, buffer circle, and pursuit circle, from small to
large. The four ring areas, from the inside out, are the melee area, ranged area, buffer area, and pursuit area. The
outer area refers to the area outside the pursuit circle. The authors rotate the y-axis clockwise by 22.5 degrees,
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67.5 degrees, 112.5 degrees, and 157.5 degrees, respectively, to form four straight lines along with four-line
segments. The melee area, ranged area, and buffer area are then equally divided into eight sectors.

* Player
Melee Area
Ranged Area
Buffer Area

Pursuit Area

Figure 2. MRBP Ring Model.

In the model, the melee area and the ranged area are utilized to hold enemies using melee attacks or ranged
attacks that have gained the attack right, respectively. The buffer area is used to hold enemies that have not gained
the attack right, while the pursuit area is for the ones that are pursuing the player. The radii a, b, and ¢ of the
melee circle, ranged circle, and buffer circle are fixed variables, and d of the pursuit circle is dynamic. The number
of enemies that can be held in each sector is proportional to the ring area in which it is located. Since enemies in
the pursuit area are moving constantly, it is unnecessary to limit the number of enemies it can hold. The number
of enemies that can be held in each sector of the melee area is set to one as the interaction area between enemies
using melee attacks and the player becomes smaller. Meanwhile, the rounding up method is adopted to optimize
and avoid the occurrence of zero or decimals in the ratio. Hence, the final ratio of the number of enemies that can
be held in each sector of the melee area, ranged area, and buffer area is shown in (1).

b2 —a? 2—p?
2 2 M

As for the DDA design, the greater the value of MGC and MAC, the more difficult the combat the player
meets in the game. The execution logic of the DDA scheme is determined as follows on the basis of this feature
and the sound management mechanism of the MRBP ring model.

1:

1. Decrease MGC or MAC when the player is dying.
2. Increase MGC or MAC when the player has not been damaged for a long time.
3. Reset MGC and MAC to the player’s initial value in the current combat after the player completes it.

The MRBP ring model is able to manage both melee attacks and ranged attacks. The radius of each circle
in the model can be set adaptively according to the specific game mechanism, so as to adjust the number of
enemies that can be held in each sector area. The interaction area between enemies and the player in each sector
of the same ring area is consistent. On the DDA mechanism, the difficulty of the current combat can be adjusted
effectively without changing the overall preset difficulty of the game by updating the player’s MGC and MAC in
real-time, so as to achieve the expected effect of DDA.

3.2. GP and RID Algorithm

IBAI sets the GP variable for each enemy and strengthens the control of the stage manager through the RID
algorithm.

3.21.GP

When multiple enemies register requests to attack the player with the stage manager simultaneously, the
higher the GP, the more preferred the enemy assignment. The enemy which is closer to the player will be assigned
first if GPs of the enemies are equal.

The initial GP of each enemy is zero. When the number of enemies or the ring areas in which they are
located in the current combat change except for exiting the combat, the GPs of enemies are set as shown in Table 1
according to the relationship between the player position and the casting range of the attack type with the smallest
casting range of the enemy. GP will be reset to zero after the stage manager processes all requests.
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Table 1. GP of enemies that have registered requests to attack after the change.

Player Position Melee Attacks Ranged Attacks
Within the range 3 2
Beyond the range 1 1

3.2.2. RID Algorithm

The RID algorithm employs the grid capacity overload mechanism (GCOM) for each enemy, which is
disabled by default. When an enemy registers a request to attack the player, the stage manager will process the
request according to the rule, which is that the sum of the GWs of enemies attacking the player at the same time
must be less than or equal to the MGC of the player while GCOM is disabled. If the player’s CGC is less than zero,
the stage manager will keep the behaviors of enemies that have gained the right to attack the player unchanged
and reject the enemy’s request. The restriction will be lifted until the CGC is greater than or equal to zero. If
GCOM is allowed, the stage manager will allow the sum of GWs of enemies attacking the player at the same time
to exceed MGC.

IBAI sets an independent ring width [ of the pursuit area for each enemy in the current combat, with the
initial value of [y equaling d—c. Define t with the initial value of zero and the maximum value of p as the time
elapsed since the enemy started pursuing the player. L’ and ¢’ are temporary variables to store the values of [ and
t, respectively, during state switching. The stage manager records the current position of the enemy in each frame,
calculates the distance s between the enemy and the player, and detects t. The real-time ring width [ of the pursuit
area for each enemy is calculated as (2) according to the s values s1 of the current frame and s0 of the previous
frame.

l’+%(t7t/> x1y, S1 < 8o
= l/, S1=5p (2)
! f%<t7t/> %1y, 51> So

Equation (2) demonstrates that the enemy is approaching if s; < sy while it is pursuing the player, and the
pursuit area needs to be enlarged to adapt to the trend. Likewise, the pursuit area needs to be reduced if s; > s for the
enemy is moving away from the player. When s; = sy, [ will remain unchanged as the trend cannot be determined.
The current values of / and f should be assigned to I and t, respectively, first while switching the three states above. If
the enemy still does not enter the buffer circle as t = p, it will stop pursuing immediately and exit the current combat.
Meanwhile, [ and t will be reset to their initial values.

When the number of enemies or the ring areas where they are located in the current combat change except
for exiting the combat, CGC and CAC will be reset to MGC and MAC, respectively. At the same time, all enemies
in the combat before the change will stop their behaviors immediately, except for pursuing the player or exiting
the current combat. The execution process of the RID algorithm is shown as Algorithm 2, while its execution logic
is shown in Table 2 according to whether the enemies in each area after the change were in the current combat
before the change.

Algorithm 2 IBAI-RID Algorithm-Change Process

Require:

the enemy’s state before the change
Ensure:

behavior logic

1:  if the enemy is not in the current combat before the change then

2 if the player is in the attack decision area of the enemy or snaps the enemy’s aggro then

3: the enemy joins the current combat

4 execute the behavior logic according to the ring areas in which the enemy is located
currently

5:  else

6: if the position of the enemy changes except for the change caused by exiting the combat
or the enemy dies then

7 execute the behavior logic according to the ring areas in which the enemy is located

before and after the change
8:  return behavior logic
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Table 2. Execution logic of RID algorithm.

Position Before the

Ch Melee Area Ranged Area Buffer Area Pursuit Area Outer Area
ange
Not in combat Case Al Case A Case B2 Case C3 Case D*
Melee Area (in combat) Case A Case A Case B Case C Case E?®
Ranged Area (in combat) Case A Case A Case B Case C Case E
Buffer Area (in combat) Case A Case A Case B Case C Case E
Pursuit Area (in combat) Case A Case A Case B CaseF© Case E

! The enemy registers a request to attack the player and GCOM will be allowed. If ¢ # 0, [ and t will be reset to
their initial values. 2 The enemy registers a request to attack the player. If f # 0, [ and t will be reset to their initial
values ® The enemy registers a request to attack the player. * The enemy will not join the current combat for it
cannot snap the player’s aggro. > The enemy stops pursuing the player immediately and exits the current combat.
If t # 0,1 and t will be reset to their initial values. ® The enemy continues pursuing the player.

As enemies complete executing the corresponding behavior logic, the stage manager will process the
requests according to the GP and judge in terms of the state of GCOM. The logic of the stage manager processing
requests to attack the player is shown in Algorithm 3.

Algorithm 3 IBAI-RID Algorithm-Attack Requests Process

Require:

the player’s MGC, CGC, the enemy’s GW, GP, GCOM
Ensure:

process logic

1. flaga, flag, < 0

2:  if the enemy’s GCOM is disabled then

3: if the enemy’s GW < the player’s CGC then

4: if any sector is not full in the corresponding ring area then

5: flag, <1

6: if flag, = 1 then

7 AgreeRequest: stage manager agrees to the request

8: stage manager assigns the enemy the available position closest to its current position in
the sector area which is not full in the corresponding ring area

9: the enemy gains the attack right to the player

10: the player’s CGC < the player’s CGC—the enemy’s GW

11: if flagy, = 1 then

12: goto SetMechanism

13: else

14: RejectRequest: stage manager rejects the request

15: if any sector is not full in the Buffer area then

16: stage manager assigns the enemy the available position closest to its current position
in the sector area which is not full in the Buffer Area

17: the enemy waits in place after arriving

18: else

19: the enemy exits the current combat

20: if flag, = 1 then

21: goto SetMechanism

22:  else

23: flagy <1

24: if any sector is not full in the corresponding ring area then

25: goto AgreeRequest

26: else

27: goto RejectRequest

28: SetMechanism: set the enemy’s GCOM disabled
29:  return process logic

When the stage manager processes all requests to attack the player, enemies that have gained the attack
right will execute the attack type selection process which is consistent with BAI. The stage manager will then
process the requests according to GP and judge on the basis of the state of the sectors in the buffer area. The logic
of the stage manager processing requests to pursue the player is shown in Algorithm 4.
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Algorithm 4 IBAI-RID Algorithm-Pursue Requests Process

Require:

the enemy’s GP, the sectors’ state in the Buffer Area
Ensure:

process logic

1 if any sector is not full in the Buffer Area then
2 the stage manager agrees to the request

3 the enemy starts pursuing the player

4:  else

5 the enemy exit the current combat

6 return process logic

After all the above processes, the RID algorithm ends. All enemies in the current combat after the change
will execute their behaviors according to the complete logic.

The GP sets the order for the stage manager to process requests when multiple enemies register requests to
attack the player simultaneously. The RID algorithm enhances the control of the stage manager. Its execution
process covers all situations when the number of enemies or the ring areas where they are located in the current
combat change, except for the change caused by exiting the combat.

3.3. AWT and GCD

IBAI sets the AWT variable for each enemy and the GCD variable for each attack type of the enemy except
normal attack.

3.3.1. AWT

Each enemy can only attack with an AW less than or equal to AWT. When an attack type is in cooldown, the
enemy can attack with another attack type that meets the requirement of AWT. The purpose of setting AWT is to
prevent the monopoly of the attack right of the same attack type.

The initial AWT of each enemy is zero, and the AWT will be set to the AW value of the attack type after the
enemy is authorized by the stage manager. Additionally, AWT will be reset to zero if the enemy loses the attack
right to the player.

3.3.2. GCD

Define each attack type of the enemy except normal attacks as a skill. When a skill is in GCD, all the same
types of enemies cannot use this skill to attack. The vast majority of action role-playing games have more types of
enemies and attack types [31]. The GCD aims to reduce the same type of enemies that attack the player with the
same attack type simultaneously.

The casting time of the skill T refers to the time taken by the skill to be cast from the beginning to the end.
The power of the skill P is calculated based on the weighted sum of the attributes. T, P, and the number of enemies
in global combat are the essential factors affecting the length of GCD, which is calculated by (3).

GCD =n*T+ P+ m = nx(T1+T2)+wp * (B+ wi*D + wy * A+w3*R + wa*E)+m 3)

In Equation (3), n is the number of enemies that can cast this skill in the current combat, and m is a constant.
The GCD of the skill can be calculated according to the casting time when 1 enemies cast the same skill alternately,
the power of the skill, and m. Among the variables, T is composed of the time before the skill roll T; and the
time after the skill roll T, which refer to the time from emission to attack completion and the time from attack
completion to the end of the skill action, respectively. B, D, A, R, and E are the scores of the five attributes of the
enemy’s level, damage, damage area, casting range, and effect. All scores are proportional to the strength of the
corresponding attributes. As the effect score of the skill increases, the control, buff or debuff, overlay, interaction
with the combat scene, effect triggered by special conditions, etc., will increase E accordingly. E is 0 if the skill has
no effect. As for weights, wy is the global weight, and w;, w;, w3, and wy are the local weights of D, A, R, and E,
respectively.

When calculating T for enemies using melee attacks, the time from attack completion to the skill taking
effect is extremely short and can be ignored. However, it cannot be ignored for enemies using ranged attacks, and
its effect will be reflected by R so that it will not be calculated cumulatively. Moreover, P can provide a reference
for setting AW of skills. That is, P and AW have a positive correlation.

In IBAI, AWT and GCD ensure combat diversity and game balance, thus enhancing the player experience.

4. Results and Discussion

In order to verify the improved effect of IBAI, two combat dynamic management systems were implemented
in Unreal Engine 4 based on BAI and IBAI, respectively. The specific process and results of the design and
implementation, testing, and comparison of the adaptability of the two systems are elaborated on in this section.
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4.1. System Design and Implementation

Each system contains one player, multiple enemies, a stage manager, and other required assets, which are

tested by a series of combats between the player and enemies at different test levels. The specific implementation
process according to the relationships between the core classes in the system is as follows:

1.
2.

L

Create the player class and set related variables, functions, events, and interfaces.

Create the enemy class and complete the creation of EnemyMelee, EnemyRanged, and other classes based
on the inheritance relationships. The system has six types of enemies, including three that use melee
attacks named EnemyMeleel, EnemyMelee2, and EnemyMelee3, as well as the rest named EnemyRanged1,
EnemyRanged?2, and EnemyRanged3 that attack from a range. Among them, Skilll of EnemyMelee?2 is the
same as EnemyMelee3, Skilll of EnemyRanged2, and EnemyRanged3 are equivalent as well. The related
variables, functions, events, and interfaces are then set.

Create the stage manager class and set its and all other related variables, functions, events, and interfaces.
Create meshes, models, weapons, animations, skill effects, and sound effects for the player and enemies.
Build test levels.

The settings of essential variables in the player class and each enemy class are shown in Table 3. In order to

ensure the clarity of the screenshots during gameplay, the test levels for BAI and IBAI are designed with different
styles of terrain. Meanwhile, the player’s head-up display information is hidden in the screenshots. The display
of the player’s current health value will not affect the process or results of the tests. The screenshots of the test
levels for BAI and IBAI are shown in Figure 3a,b, respectively.

Table 3. Essential variable values in the player class and each enemy class.

. Enemy Enemy Enemy Enemy Enemy Enemy
Variables Player Meleel Melee2 Melee3 Ranged1 Ranged2 Ranged3
Pawn color Grey Red Orange Green Cyan Blue Purple
MGC 10 - - - - - -
MAC 10 - - - - - -
GW - 1 2 3 1 2 3
AP - 1 3 5 2 4 6
Maximum
health point 20 3 4 5 3 4 >
Number of
okills 0 0 1 2 0 1 2
Normal
attack’s AW 0 0 0 0 0 0 0
Normal
attack’s 1 1 1 1 1 1 1
damage
performed
Normal
attack’s 2.00 2.00 2.00 2.00 2.00 2.00 2.00
cooldown
Skilll’s AW - - 2 2 - 2 2
Skilll’s
damage - - 2 2 - 3 3
performed
Table 3. Cont.
. Enemy Enemy Enemy Enemy Enemy Enemy
Variables Player Meleel Melee2 Melee3 Ranged1 Ranged2 Ranged3
Sklll's - - 2.00 2.00 - 2.00 2.00
cooldown
Skilll’s T - - 1.10 1.10 - 1.33 133
Skilll’s P - - 0.50 0.50 - 0.90 0.90
Skilll’s m - - 0.10 0.10 - 0.10 0.10
Skill2’s AW - - - 4 - - 4
Skill2’s
damage - - - 3 - - 1-12
performed
Skill2's - - - 200 - - 2.00
cooldown
Skill2’s T - - - 1.13 - - 1.34
Skill2’s P - - - 0.75 - - 1.15
Skill2’s m - - - 0.10 - - 0.10
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Figure 3. Test levels. (a) BAL (b) IBAL

4.2. System Tests

The adaptability tests of the two systems include three static tests, three dynamic tests, and one test for
DDA effectiveness. Each test has five stages with different skill levels for the player.

To facilitate the division of the five skill levels, the authors invited 55 players to participate in internal tests
on a small scale. The test requires the players to compete with enemies at multiple fixed global difficulties without
DDA and sort them according to the total number of enemies killed within the specified time. The players were
equally divided into five groups based on the subsequent results, and the authors selected the median player in
each group to ensure that the selected players were representative of each skill level. The five selected players
represent different skill levels to participate in the five test processes. Each process is repeated ten times.

4.2.1. Static Tests

The static tests are conducted according to the enemy types, the number of enemies, as well as the interaction
area between enemies and the player. The type and number of enemies used in each static test are shown in
Table 4.

Table 4. Type and number of enemies used in each static test.

. . Enemy Enemy Enemy Enemy Enemy Enemy
Static Tests Algorithms Meleel Melee2 Melee3 Ranged1 Ranged2 Ranged3

Enemy type BAI 1 1 1 0 0 0
management IBAI 1 1 0 1 1 1
Enemy number BAI 8 1 1 0 0 0
management IBAI 5 2 2 5 2 2
Interaction BAI 2 0 0 0 0 0

area IBAI 2 0 0 0 0 0

° Enemy type management tests

It can be found that the eight rectangular grids of BAI can only hold enemies using melee attacks rather than
those using ranged attacks (shown in Figure 4a), which means BAI can only manage melee attacks. In contrast,
Figure 4b shows that the MRBP ring model in IBAI can accommodate both the enemies that use melee attacks and
ranged attacks. IBAI is able to process the management of melee attacks and ranged attacks simultaneously.

(a) (b)

Figure 4. Tests for enemy types that can be managed. (a) BAIL (b) IBAIL
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. Enemy number management tests

As shown in Figure 5a,b, BAI can simply hold one enemy in each grid, which cannot be changed. In the test
of IBAI a:b:c = 1:2:3. Each sector of the melee area, ranged area, and buffer area in the MRBP ring model can hold
1,3, and 5 enemies, respectively. The radius of each circle in the MRBP ring model can be set adaptively according
to the specific game mechanism, thereby adjusting the number of enemies that each sector can hold.

(a) (b)
Figure 5. Tests for the number of enemies that can be held. (a) BAL (b) IBAL

. Interaction area tests

During the tests of the interaction area, the player attacks the enemy above at a certain angle. The results
demonstrate that this enemy gets damaged, but the one in the upper right does not. That is, the interaction
area between enemies and the player in the grids at a 45-degree angle to the player is smaller than the ones at
a 90-degree angle. Both of the two enemies get damaged at the IBAI level, which verifies the consistency of
the interaction area in each sector of the same ring area in the MRBP ring model. The test process of the two
algorithms is shown in Figure 6a,b, respectively.

(b)

Figure 6. Tests for the interaction area between enemies and the player. (a) BAI; (b) IBAL

4.2.2. Dynamic Tests

The dynamic tests aimed at testing the attack mechanism of enemies, the allocation logic of the stage
manager, as well as the execution process of the RID algorithm. The combat diversity, game balance, stage
manager’s request process logic, and the strengthened effect of control and scope of application for the stage
manager of the RID algorithm are compared and verified with the management through BAI and IBAI Table 5
shows the type and number of enemies used in each dynamic test.
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Table 5. Type and number of enemies used in each dynamic test.

Dynamic Stages Enemy Enemy Enemy Enemy Enemy Enemy

Tests 8 Meleel Melee2 Melee3 Ranged1 Ranged2 Ranged3
First 0 2 2 0 0 0
ftack Second 1 1 0 0 0 0
mechanism Third 1 0 0 0 0 0
. First 1 0 3 0 0 0
Allocation Second 0 1 0 0 0 0
& Third 2 0 0 0 0 0
First 1 0 0 0 0 0
Second 1 0 1 1 1 1
RID Third 0 1 0 0 0 0
algorithm Fourth 1 0 0 0 0 0
Fifth 0 0 0 1 0 0
Sixth 0 0 0 1 0 0

° Attack mechanism tests

In the BAI level and IBAI level, the player enters the attack decision area of enemies from the first stage to
the third stage successively.

As the BAI level is shown in Figure 7a, the four enemies in the eight grids belong to the first stage; the
two above and on the right of the player outside the grids belong to the second stage, and the one on the left
outside belongs to the third stage. Two EnemyMelee3 use Skill2 to attack the player. The EnemyMelee2 below
uses Skilll, while the one in the upper left uses a normal attack. Thereafter, the player kills the EnemyMelee3 on
the bottom left, and then the two enemies in the second stage enter the grids (shown in Figure 7b). EnemyMeleel,
EnemyMelee2, and EnemyMelee3 attack with normal attacks, Skilll, and Skill2, respectively.

(a) (b)

Figure 7. Attack mechanism tests of BAI (a) The first combat scene; (b) The second combat scene.

Figure 8a shows the test process of IBAI The enemies in the first stage are the four in the melee area, among
whom EnemyMelee3 attacks with Skill2, Skilll, and a normal attack, and EnemyMelee? attacks below and on the
top left of the player with Skilll and a normal attack. After EnemyMelee3 on the bottom left is killed by the player,
the two enemies in the buffer area in the second stage enter the melee area while the one in the third stage does
not (shown in Figure 8b). At this moment, EnemyMelee3, EnemyMelee2, and EnemyMeleel use Skill2, Skilll, and
normal attack alternately, Skilll and normal attack alternately, and normal attack simply to attack the player.
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(b)

Figure 8. Attack mechanism tests of IBAIL (a) The first combat scene; (b) The second combat scene.

The results of attack mechanism tests demonstrate that enemies will constantly use the same attack type
until the number of enemies that have gained the attack right changes when authorized by the stage manager
with BAI Additionally, the same type of enemy may attack the player with the same attack type at the same time.
Compared with BAL IBAI can provide higher combat diversity and maintain the game’s balance. Enemies can
use another attack type that meets the requirement of AWT if an attack type is in cooldown. When a skill is in
GCD, all the same type of enemies cannot attack with it. The possibility of the same type of enemies attacking the
player with the same attack type simultaneously is, therefore, reduced.

° Allocation logic tests

In common with the attack mechanism tests, the player’s behaviors in allocation logic tests are still divided
into three stages. The player enters the attack decision area of enemies in the first two stages successively.

In the BAI level, the enemies inside and outside the grids belong to the first and second stages, respectively
(shown in Figure 9a). The player moves to the left, and enemies in the first stage move to the position assigned
by the stage manager. While enemies in the second stage wait in place, whose positions conflict with that of the
EnemyMeleel on the top left of the player. EnemyMeleel has already been in the grids, but it has not gained the
attack right. The test process is shown in Figure 9b. As shown in Figure 9¢, the player enters the attack decision
area of the two enemies in the third stage after EnemyMeleel and EnemyMelee2 are killed, and the two enemies
wait outside the grids (shown in Figure 9d).
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(b)

(d)

Figure 9. Allocation logic tests of BAIL (a) The first combat scene; (b) The second combat scene;
(c) The third combat scene; (d) The fourth combat scene.

In the test process of IBAI shown in Figure 10a, the enemies in the first stage are in the melee area, and the
ones in the second stage are in the buffer area. When the player moves to the left, all enemies in the pursuit circle
move to follow the player (shown in Figure 10b). Thereafter, the player kills EnemyMeleel and EnemyMelee2,
as shown in Figure 10c, and enters the attack decision area of two EnemyMeleels. The two enemies belong to
the third stage, one of which enters the melee area and the other waits in the buffer area. The last step of the test
process is shown in Figure 10d.

It can be seen from the results that when the number or position of enemies that have gained the attack
right changes with the management through BAI, the position where some enemies had gained the attack right
before the change may not be the closest attack position after the change. The situation of the enemy that is not
assigned is already in the grids after the change, but its position conflicts with the enemies that have gained the
attack right before the change. It happens that the enemy does not gain the attack right as well. Meanwhile, the
attacks may fail if multiple enemies register requests to attack simultaneously through the overall test. As for
IBAI, the problems of location allocation can be avoided effectively by executing the RID algorithm. The enemy
with a higher GP could be assigned a higher priority if multiple enemies register requests at the same time. This
can avoid the situation where the enemy cannot attack the player even if the player’s CGC is large enough. IBAI
is sounder and more logical than BAL
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(c) (d)

Figure 10. Allocation logic tests of IBAI (a) The first combat scene; (b) The second combat scene;

(c) The third combat scene; (d) The fourth combat scene.

° RID algorithm tests

The RID algorithm tests are only performed at the IBAI level. The whole process is divided into six stages
and includes all enemy types preset by the system.

During the test, the player enters the attack decision area of the enemy in the first stage. As the player
moves below, at a slower speed than the enemy, the enemy will pursue the player. As the player adjusts their
speed to be greater than the enemy’s speed and maintains the previous movement state, the enemy continues
pursuing the player. The system displays the independent MRBP ring model of the enemy in real-time. The
model statuses before and after speed adjustments are shown in Figure 11a,b, respectively. As a result, the player
kills the enemy and enters the attack decision area of enemies from the second to the fourth stage successively.
Among these enemies, the ones in the melee area and ranged area belong to the second stage, while the ones
in the third and fourth stages are in the buffer area and pursuit area, respectively. At this moment, the player
snaps the EnemyRanged1’s aggro in the outer area, and the latter waits in place (shown as Figure 11c). The player
then moves to the upper left, and the enemies in the pursuit circle move following the diagram in Figure 11d.
When the player stops moving, the enemies move to the corresponding positions, which are shown in Figure 11e.
Finally, the player kills all enemies in the current combat and enters the attack decision area of enemies in the last
two stages successively. The two EnemyMeleel move to pursue the player as the player moves to the right. The
test process is shown in Figure 11f. Of the two enemies, the one in the pursuit area pursues the player, and the
other in the outer area stops pursuing and exits the combat.
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Figure 11. Tests for the execution process of RID algorithm of IBAL (a) The first combat scene; (b) The
second combat scene; (¢) The third combat scene; (d) The fourth combat scene; (e) The fifth combat
scene; (f) The sixth combat scene.

From the test, it can be concluded that the execution process of the RID algorithm covers all situations when
the number of enemies or the ring areas where they are located in the current combat change, except for the
change caused by exiting as expected.

4.2.3. DDA Test

IBAI can adjust the combat difficulty effectively without changing the overall preset game difficulty by
updating the player’s MGC and MAC in real-time, thereby completing the introduction of DDA. In order to
compare the effectiveness of DDA with the two algorithms, the authors implemented the DDA mechanism to
be consistent with IBAI in the BAI system. The DDA test sets four levels with completely the same enemies,
depending on whether DDA is introduced in BAI or IBAL The five players who are selected to represent ascending
skill levels participate in combat at the four levels. The player can be resurrected with full health after dying in
the game. The average health point consumption (AHPC) and average combat end time (ACET) of each combat
are shown in Table 6.
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Table 6. DDA effectiveness parameters of BAI and IBAIL

Algorithms DDA Variables Test 1 Test 2 Test 3 Test 4 Test 5
With AHPC 71.3 58.1 41.1 249 10.8

BAL tthout ACET 914”0 8'22"6 6'59""7 5'53"5 4479
ith AHPC 54.5 48.2 36.4 21.7 12.0

Wit ACET 83179 7'48''5 6'37"0 5'44'"1 4/47'"3
With AHPC 81.3 66.9 49.7 33.2 17.5

BAIL tthout ACET 9258 8'11""7 6'56"'1 5420 426/'4
With AHPC 63.0 55.6 48.5 39.6 31.3

it ACET 8182 7'35"'8 6'52"'9 6'02"2 5'15""1

The test results in the table demonstrate that both BAI and IBAI can achieve the desired effect of reducing
the player’s AHPC and ACET, regardless of which of them is introduced with DDA. Hence, players of all skill
levels can get a better game experience. In the comparison of the effectiveness of DDA, the controllable range of
IBAI is larger, and the adjustment is more balanced. In a nutshell, IBAI is more effective than BAL

4.3. System Adaptability Analysis

According to the test results above, the adaptability of BAI and IBAI in different situations is shown in
Table 7. It can be concluded that IBAI is more adaptive, and the application of DDA in the algorithm is more

effective.

Table 7. Adaptability of BAI and IBAIL

Parameters BAI IBAI
Suitable for action role
. Yes Yes
playing games
Set the relationship of enemy
types and attack types Yes Yes
effectively
Enemy types can be managed Melee Melee and ranged
The number of enemies can Adaptive based on the game
No more than 8 .
be held mechanism

The interaction area between
enemies and the player
Attack types of enemies can
switch automatically
The possibility of the same
type of enemies attack the
player with the same attack
type simultaneously
The assigned position of

enemies may not be the Yes

closest to the player

The assigned position of

enemies may be conflicted
Enemies should gain the

attack right, but they may not Yes

gain it
Multiple enemies may not
attack the player while
simultaneously registering
requests
Effectiveness of DDA Low

Differ by grid position

No

High

Yes

Yes

All the same

Yes

Low

No

High

4.4. Player Experience Comparison

Confirming the improved effect on the player experience of IBAI is also necessary. “Flow”, “immersion”,

i

“engagement”, “presence”, and “fun” are the most commonly used factors to describe the player experience [32-

36]. The immersive experience questionnaire (IEQ) and the game engagement questionnaire (GEQ) are two of the
most widely used player experience questionnaires in gaming [37,38]. Since the two systems cannot be defined as
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pure games, it is necessary to screen the questions in IEQ and GEQ and reconstitute the questionnaires applicable
to the experiment. The questions in the questionnaire used in the test are shown in Table 8. The questionnaire
consists of 25 questions. All questions have a 7-point Likert scale, anchored at the ends with strongly disagree and
strongly agree. The order of the questions is randomized for each player to avoid order effects.

Table 8. Questionnaire Items.

ID Items
Q1 I felt that I really empathized/felt for with the game.
Q2 I'was interested in seeing how the game’s events would progress.

I sometimes found myself to become so involved with the game

Q3 that I wanted to speak to the game directly.

Q4 I enjoyed playing the game.

Q5 I was unaware of what was happening around me.

Q6 I felt detached from the outside world.

Q7 At the time the game was my only concern.

Q8 I did not feel the urge at any point to stop playing and see what

was going on around me.

Q9 I did not feel like I was in the real world but the game world.
Q10 To me it felt like only a very short amount of time had passed.
Q11 I lost track of time.

Q12 Things seemed to happen automatically.
Q13 If someone talked to me, I did not hear them.
Q14 I got wound up.

Q15 Time seemed to kind of standstill or stop.
Q16 I felt spaced out.

Q17 I did not answer when someone talked to me.
Q18 I could not tell that I was getting tired.
Q19 My thoughts went fast.

Q20 I lost track of where I was.

Q21 I played without thinking about how to play.

Q22 Playing made me feel calm.

Q23 I played longer than I meant to.

Q24 I really got into the game.

Q25 I felt like I just could not stop playing.

Anonymity is assured in the experiment. The authors declare that all participants were fully informed
of this feature, the purpose of the experiment, and the way the collected data were used. The experiment was
conducted with the voluntary participation of the participants.

A total of 1014 players accepted the invitation to participate in the gameplay experience on the two
systems. The gameplay experience lasted for a week. One week later, the authors distributed two questionnaires,
corresponding to the BAI system and the IBAI system, respectively, to the above-mentioned players. No significant
difference was found between gender, nationality, and age of different players on the experimental results by
potential difference analysis, thus, excluding considerations of these factors. The mean score for each question in
the questionnaires for the two systems of the 1014 players is shown in Figure 12.
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Figure 12. The result of the questionnaires.

Among the 25 questions, the mean score of the IBAI system on 20 questions is higher than that of the BAL
To make the results more convincing, the authors define a screening condition. If the absolute value of the mean
score difference (IBAI minus BAI) of the question is less than or equal to 0.3, the difference will be ignored. After
screening, the questions for which the absolute value of the mean score difference is greater than 0.3 are Q2,
Q4, Q14, Q19, Q22, and Q23, of which the largest mean score difference is Q14 and the smallest one is Q19. It
demonstrates that IBAI is more likely to get the players wound up, and they enjoy and are more interested in
seeing how the system’s events would progress. However, the players’ thoughts move fast to ensure that they do
not linger in making decisions with BAI. BAI performs better in creating a calm feeling for the players to some
extent.

Overall, the mean total scores of the BAI system and the IBAI system were 74.985
(SD = 15.462) and 85.071 (SD = 15.383), respectively. The score of IBAI is much greater than that of BAI, and
the standard deviation is slightly smaller. Through analysis, it can be proved that IBAI can enhance the player
experience significantly.
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5. Conclusions

This paper improves BAI, which is extensively used for managing combat, and proposes IBAI to enhance
the adaptability of combat management systems for action role-playing games and provide players with a better
game experience.

IBAI accommodates the enemy in the MRBP ring model, whose parameters can be set adaptively according
to the specific game mechanism. Both melee and ranged enemies can be managed efficiently, and the interaction
area between enemies and the player in each sector of the same ring area is consistent. IBAI sets GP and strengthens
the control of the stage manager through RID algorithm with a sound and more logical execution. Moreover, IBAI
employs AWT and GCD to enhance combat diversity and game balance to ensure the best player experience.

Various test and questionnaire results demonstrate that IBAI can provide an efficient and complete solution
for action role-playing games. The algorithm is also helpful in shortening the development cycle and improving
the player retention rate to a certain extent. The design and implementation of IBAI will play an active role in
accelerating the widespread use of game Al technologies, especially DDA. It can also fill related research gaps
and promote the common development of traditional artificial intelligence and games. Furthermore, this work
provides a new insight for leading researchers in game Al, as well as extending the knowledge of nonprofessionals.

Significant strengths notwithstanding, one concern about the algorithm is that it can only be used in action
role-playing games at this stage. Particular technical expertise may be required for the users to apply the algorithm
effectively during game R and D in different engines. Games realize the long-term goals of general intelligence
the best. In future research, IBAI will be optimized for specific game engines and will be refactored to explore its
applications for other game types. The generality of the algorithm and the extensibility of its roles within games
will be enhanced at that time, so as to realize the frontier of game Al research.
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