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Abstract: The energy consumption management of small base stations (SBSs) in wireless caching
networks with dense deployment of SBSs is an urgent problem to be solved. This paper jointly
optimizes the SBS state control and user association problems in caching networks to reduce network
energy consumption while taking into account the average service latency of the network to ensure
user experience. First, a new definition of three-state SBSs in caching networks is proposed based on
their ability to keep content cache updated. Then, a relaxed threshold setting method is designed and
the SBS traffic prediction is used to obtain the initial state information of SBSs in the next period. In
order to eliminate the impact on the accessing users when the switched-off base station (BS) wakes
up, a SBS state asynchronous switching mechanism is proposed to ensure that the users who switch
to the waking SBS can carry out communication services normally, and a user association strategy
is constructed with the SBS load as the optimization target. Finally, a joint optimization model of
user association and SBS state control (SSC-UA) is constructed to admit and correct the initial state of
SBSs to maximize the system gain and obtain the final state strategy for each SBS in the next period.
The simulation results show that the proposed SSC-UA algorithm can effectively improve the energy
efficiency and reduce the network service delay at the same time.

Keywords: cache network; energy efficient; service delay; SBS state control; user association

1. Introduction

With the development of 5G networks, large-scale dense deployment of SBSs is a
major feature of future networks, and these SBSs can provide higher service rates and lower
latency for users to meet people’s network demands [1,2]. At the same time, the dense
deployment of SBSs also brings the problem of energy wastage [3,4], and proper energy
efficiency management of SBSs is needed to reduce network energy consumption.

In cellular networks, SBSs are deployed to meet the regional peak traffic require-
ments [5], but the traffic load of individual SBSs can fluctuate widely in space and time
based on time, location, and population density distribution [6]. When the SBS coverage
area is at a low load because fewer users need to be served, sleep control of SBSs can
effectively reduce the energy consumption of cellular networks and improve network
energy efficiency. At the same time, when sleep control is applied to the SBS, the users
originally connected to the SBS need to switch to other BSs. The traditional user switching
scheme is to switch users to the adjacent SBS or macro base station (MBS) with the highest
received power, which causes most users to be switched to the MBS because the transmit
power of MBSs is much higher than that of SBSs, resulting in excessive load pressure on the
MBS and even network blockage in serious cases. Therefore, user association needs to be
considered in the energy efficiency management of SBSs to offload users to other turned-on
SBSs as much as possible to reduce the load on MBSs. In fact, user association and SBS
sleep are highly coupled, as the user association policy determines which SBSs can be put
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into sleep, and the SBS sleep control determines which users can be switched to the set of
turned-on SBSs. In the user association problem, in order to avoid MBS overload caused by
traditional schemes, Corroy et al. [7] proposed a user association scheme that maximizes
the total network rate. A user association rule that promotes maximum–minimum fairness
among users is proposed in [8]. Ye et al. [9] studied a framework for maximizing fair
utility and demonstrated that the framework can achieve different tiers of SBSs between
load balancing. However, none of the aforementioned studies consider the SBS energy
efficiency. On the other hand, there have been a large number of related studies on SBS
state control [10–14]. Baiocchi et al. [10] fixed some SBSs to be turned off during a certain
time period according to the periodic fluctuation pattern of traffic. Samulevicius et al. [11]
decided whether to shut down a SBS by comparing the SBS load with a set threshold value.
Liu et al. [12] proposed a stochastic SBS sleep scheme and a strategic SBS sleep scheme.
Zhu et al. [13] investigated the SBS sleep algorithm based on the traffic prediction results
and determined the sleep strategy by controlling the SBS transmit power and bandwidth
allocation. Lin et al. [14] investigated the joint user association and SBS state set optimiza-
tion problem by an approximate algorithm. In addition, some works have used machine
learning methods for SBS state control. Amine et al. [15] proposed a reinforcement learning
algorithm for small cells that adapts their activities subject to service delay constraint. The
algorithm intelligently learns from the environment based on the co-channel interference,
the cell buffer size, and the expected cell throughput in order to decide the best SBS state
control policy. Wu et al. [16] developed a traffic-aware dynamic BS sleep control framework,
which presented a novel data-driven learning approach to determine the BS active/sleep
modes while meeting lower energy consumption and satisfactory Quality of Service (QoS)
requirements. Ju et al. [17] proposed a deep reinforcement learning based approach to
control SBS state. The key ingredient of the proposed scheme was to use a decision selection
network to reduce the size of action space.

Unlike traditional wireless networks, wireless caching networks need to consider the
synchronization of content caches in addition to the traffic distribution changes in the
region when controlling the state of SBSs. Since SBSs in caching networks are equipped
with cache units, some contents are periodically placed or replaced in the cache units
and the content caching function must be taken into account when performing SBS state
control. In this paper, we study the joint optimization problem of SBS state control and user
association based on energy consumption and latency. First, three states of SBSs in caching
networks are defined based on whether they can keep the content cache updated or not.
Then, to address the drawback of relying on threshold settings when determining the state
of SBSs through traffic load, this paper designs a relaxed threshold determination method,
where the threshold settings only determine the initial state of SBSs and provide initial
options for subsequent optimization algorithms, thus reducing the complexity. At the same
time, in order to eliminate the impact on the access users when the switched-off SBS wakes
up, a SBS state asynchronous switching mechanism is proposed to ensure that the users
who cut to the waking SBS can carry out communication services normally. Finally, a joint
optimization model of SBS state control and user association based on energy consumption
and time delay is constructed to admit and correct the initial state of SBSs to maximize the
system gain and obtain the final state strategy of each SBS in the next period.

The rest of the paper is organized as follows: Section 2 introduces the system model,
including the energy consumption model and the cost of SBS state switching; Section 3
designs a relaxed threshold setting method, and the initial state policy of the SBS is deter-
mined by long short-term memory (LSTM) traffic prediction; Section 4 uses the constructed
objective function to make a final SBS state decision, which is admitted and modified the
initial SBS state by the constructed objective function; Section 5 verifies the performance of
the joint optimization algorithm by experimental simulation; and Section 6 summarizes the
work of this paper.
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2. System Model

A downlink heterogeneous network model consisting of an MBS and multiple SBSs
was considered. The MBS is at the center of region L ⊆ R2, and a large number of SBSs are
deployed around it to meet the peak traffic demand. BM = {1} and BS = {2, 3, · · · , M}
denote the index sets of the MBS and SBSs, respectively, and B = BM

⋃
BS denotes the

index set of all BSs. SBSs are distributed independently and randomly around MBS, and
there are overlapping coverage areas among SBSs. In addition, since SBSs generally use
digital subscriber line (DSL) or cable modem (CM) as backhaul links, their capacity is
much smaller than the backhaul links of the MBS; therefore, cache units are configured for
all SBSs to cache certain contents at SBSs. In contrast, MBSs do not, thus all contents are
obtained from the core network through the backhaul link for the MBS. We assume that the
set of all possible user requests for content in the region at a given time is F = {1, 2, · · · , F}
and S f denotes the size of content f . For simplicity, it is assumed that all the contents
are of the same size, S f = S, because even if the content is of different sizes, it can be
divided into blocks of the same size or encoded into blocks of the same size by encoding
techniques. Therefore, the results of this paper can be applied to the scenarios with different
content sizes as well. Numerous studies have shown that only a small fraction of content is
frequently requested by users and the probability of users requesting content follows Zipf
distribution. Assuming that the contents of F are ordered in descending order of requested
probability, the request probability of the f th content is expressed as

q f =
f−z

F
∑

l=1
l−z

(1)

where z is the skew factor, and a larger z indicates that the content requested by users is
more concentrated and a large number of users request only a small part of the content
located in the header F .

We assume that the requests for content f from users located at x in the region in
period t obey a Poisson process with density λt

f (x), and that the requests for different
contents are Poisson processes which are independent of each other. According to the
superposition property of the Poisson process, the user’s request for any content at x in

period t obeys the Poisson process with density λt(x) =
F
∑

f=1
λt

f (x). The traffic load density

at x in region L in period t is defined [14] as γt(x) .
=

F
∑

f=1
λt

f (x)S f , which represents the

average content traffic per unit area per unit time, and the unit time in this paper refers
to the duration of a period t. In addition, the probability that a user located at x requests
content f can be expressed as

q f =

∫
L λ f (x)dx∫
L λ(x)dx

(2)

We assume that all SBSs have the same caching policy, which is to cache some of
the content in order of content popularity in the region from high to low, until the cache
capacity is full. Let the capacity of the cache unit of the SBS be FcS, i.e., the SBS caches Fc
contents and the set of cached contents is Fc = {1, 2, · · · , Fc}.

Since all the SBSs use the same frequency band, when the user at x selects a SBS to
access, other turned-on SBSs will cause co-channel interference to the user, so the user’s
signal to interference plus noise ratio (SINR) can be expressed as

SINRt
i(x) =

Pt
i Hi(x)

∑k∈Bt
on\{i} Pt

k(x)Hk(x) + σ02 (3)
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where Pt
i denotes the transmit power of SBS, i ∈ Bt

on, Hi(x) denotes the channel power
gain between the user at x and access SBS, i ∈ Bt

on, ∑k∈Bt
on\{i}

Pt
k(x)Hk(x) denotes the sum

of interference from other SBSs except access SBS i, and σ0
2 is the noise power.

The rate available to the user at x from SBS i ∈ Bt
on by Shannon’s formula is

rt
i (x) =W log2

(
1 + SINRt

i(x)
)

(4)

whereW indicates the bandwidth allocated by the SBS for the user communication link.
We define the SBS load density [18] as φt

i (x) = γt(x)/rt
i (x), which represents the

proportion of time required to transmit the traffic load, γt(x), from SBS i ∈ Bt
on in period t.

Denoted by at
i(x) is the probability that a user located at x in period t accesses SBS i ∈ Bt

on.
Alternatively, it can be interpreted as the proportion of time that SBS i ∈ Bt

on takes to serve
content requests from users at x.

In summary, we can express the feasible domain of the SBS load as

Ωt(Bt
on) =

ρt

∣∣∣∣∣∣∣∣∣∣
ρt

i =
∫
L φt

i (x)at
i(x)dx,

0 6 ρt
i 6 1− ϑ,

∑
i∈Bt

on

at
i(x) = 1,

0 6 at
i(x) 6 1

 (5)

where ϑ is a very small positive number. According to queuing theory, full load indicates
that the queuing system is unstable, and in a cellular network it means that the requests
to access the SBS exceed its processing capacity. Therefore, in order to ensure the normal
service of the SBS, ρt

i 6 1− ϑ is required.

Theorem 1. The feasible domain Ωt(Bt
on
)

of the SBS load is a convex set.

Proof. Let ρt1 ∈ Ωt(Bt
on
)

and ρt2 ∈ Ωt(Bt
on
)

be two load vectors in the feasible
domain, respectively, and ρt1 6= ρt2. Then there exist user association vectors
at1

(x) =
(

at1

1 (x), at1

2 (x), · · · , at1

b (x)
)

and at2
(x) =

(
at2

1 (x), at2

2 (x), · · · , at2

b (x)
)

satisfying

ρt1

i =
∫
L φt

i (x)at1

i (x)dx and ρt2

i =
∫
L φt

i (x)at2

i (x)dx. For ∀θ ∈ [0, 1], we have

ρt
i = θρt1

i + (1− θ)ρt2

i
= θ

∫
L φt

i (x)at1

i (x)dx + (1− θ)
∫
L φt

i (x)at2

i (x)dx
=
∫
L φt

i (x)
[
θat1

i (x) + (1− θ)at2

i (x)
]
dx

=
∫
L φt

i (x)at
i(x)dx

(6)

It results in at
i(x) = θat1

i (x) + (1− θ)at2

i (x), so both ρt
i and at

i(x) also satisfy the
conditions in Ωt(Bt

on
)
, so Ωt(Bt

on
)

is a convex set. �

2.1. Energy Consumption Model

In order to be able to reduce the power consumption of a SBS by turning off the
sleep operation of certain hardware modules within the SBS under low traffic conditions,
a clear understanding of the hardware composition of a SBS is required. The hardware
composition of a typical SBS is described in [19], which in general consists of three parts, as
shown in Figure 1. The first part contains a microprocessor responsible for implementing
and managing the standardized radio protocol stack and the associated baseband pro-
cessing, as well as managing the backhaul link between the SBS and the core network. In
addition to the on-chip memory, it has one or more memory components connected to
the microprocessor, which are required for various data processing functions and system
startup, as well as to enable caching of the contents of the network. The second part
contains a field programmable gate array (FPGA) and several other integrated circuits
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to implement functions such as data encryption, hardware authentication, network time
protocol (NTP), etc. The third part consists of radio frequency (RF) components and power
amplifiers for transmitting and receiving data and transmitting high power signals to the
transmitting antenna.
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Figure 1. A hardware composition model of a typical SBS.

Reference [12] analyzed the hardware power consumption model of SBSs, finding that
the main power consuming parts of SBSs are mainly composed of a RF front-end and a
temperature compensated crystal oscillator heating device, where the power consumption
of RF front-end accounts for about 45% of the total power consumption and the power
consumption of the temperature compensated crystal oscillator heating device accounts
for about 7% of the total power consumption. Therefore, shutting down some of the
components of the SBSs in certain areas at appropriate times to make the SBSs perform
a sleep state can effectively reduce the power consumption of the network and improve
the energy efficiency of the network. However, since the state of the SBSs needs to be
dynamically adjusted according to the traffic changes in the region, the SBSs that are in
sleep state at any one time may need to be turned back on at the next time, and it takes some
time to turn on the turned-off components in the SBSs again. Considering the characteristics
of caching networks, we define a three-state SBS scheme in caching networks:

• On: the SBS is in a normal service state, and all functional modules are turned on to
keep the cache content updated and provide real-time service to users.

• Standby: The SBS is in a light sleep state and only some functional modules of the
SBS are turned off, thus ensuring that it can be quickly woken up when necessary.
Meanwhile, the SBS can receive content request information from all users in the
coverage area during the standby period and update the local cache content regularly
according to the preset caching algorithm, so that it can provide content services to
users immediately after it is turned on.

• Sleep: A SBS in deep sleep state turns off most of its functional modules and takes
some time to be woken up. Moreover, its cache module does not participate in
updating popular contents in the network during sleep but can receive content request
information from all users in the coverage area, and immediately updates the local
cache contents according to the preset caching algorithm after being woken up, and
then finally provides services to users.

We denote the state indicator function of the SBS as

bt
i =


1, On
0, Standby
−1, Sleep

(7)

where Standby and Sleep are both two sleep modes of the SBS, only the degree differs.
According to the type of power consumption of the SBS, the power consumption of the

SBS can be divided into two parts: fixed power consumption and variable power consump-
tion, where fixed power consumption mainly consists of circuit power consumption and
cooling system power consumption of the SBS, and variable power consumption is mainly
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related to the power amplifier of the SBS, which is determined by the traffic load of the SBS.
According to the characteristics of SBS power consumption and SBS state classification, the
SBS power consumption can be expressed as

Pt
i =


(1− qi)ρ

t
iPi + qiPi, bt

i = 1
Pstandby, bt

i = 0
Psleep, bt

i = −1
(8)

where qi ∈ [0, 1] indicates the proportion of fixed energy consumption of the SBS to the
total power consumption, and Pi indicates the maximum power consumption of the SBS
when the SBS is fully loaded. The percentage of fixed power consumption when the SBS is
turned on indicates the power consumption of the SBS in different states, and the wake-up
time and power consumption of the SBS in different modes are shown in Table 1.

Table 1. Wake-up time and power consumption of SBS in different states [20].

Mode Wake-Up Time (s) Power Consumption

On N/A 100%
Standby 0.5 50%

Sleep 10 15%

2.2. SBS Service Cost
2.2.1. SBS Service Delay

When a user sends an access request to the SBS, the user waits for the SBS to transmit
content for the user according to the queuing theory, so the higher the traffic load of the
SBS, the higher the resulting service delay, which is defined as [21]:

dt
i,s
(
ρt

i
)
=

1
1− ρt

i
(9)

2.2.2. SBS State Switching Cost

The switching cost for the SBS from on mode to sleep mode or from sleep mode to on
mode during two adjacent time periods is mainly referred to as the energy loss and time
delay. Assuming that the energy loss of switching the SBS from on mode to sleep mode
is 0, and only the energy lost in waking up the sleep state SBS is considered, the energy
switching cost of the SBS can be expressed as

Pt
i,h =

 β
(

bt
i − bt−1

i

)−
+ γ, i ∈ Bt

on, bt−1
i ∈ (0,−1) and bt−1

i 6= bt
i

0, i ∈ Bt
on, bt−1

j = 1 or bt−1
i = bt

i

(10)

where β denotes the energy consumption required to switch between two adjacent states of
SBS, γ is the energy consumption bias, which is to make the SBS state switching cost in line
with the circuit energy consumption characteristics. That is, the direct switching between
two SBS states is lower than the energy consumption of an additional intermediate state,
i.e., the energy consumption of the SBS switching from the Sleep state to the On state is
lower than the energy consumption of the SBS first switching from the Sleep state to the
Standby state and then switching from the Standby state to the On state. Function (x)− is
defined as

(x)− =

{
x, x > 0
0, x 6 0

(11)

Since the wake-up time required for sleep state SBSs of different depths varies greatly,
the user service of a SBS that needs to be woken up is affected by a large delay during the
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wake-up period of the SBS. In this paper, we focus on the impact on users within a period,
so we define the average wake-up delay of a SBS that needs to be woken up in a period as

dt
i,w
(
ρt

i
)
=

Tw

e2ρt
i

(12)

This indicates that the wake-up delay of the SBS is negatively related to the load of the
SBS, where Tw indicates the wake-up time. A higher load indicates that more users access
the awake SBS in the t period. For the SBS, the wake-up cost can be spread among more
users, so that the average wake-up delay can be lower and the SBS can be woken up more
easily. On the contrary, if the relevant SBS has a low load in the t period, its wake-up delay
will be high and the difficulty of wake-up will increase, in line with the actual application
scenario. Combined with the state of the SBS in the previous period, Equation (12) can be
expressed more specifically as

dt
i,w
(
ρt

i
)
=


0.1

e2ρt
i
, bt−1

i = 0

0, bt−1
i = 1

10

e2ρt
i
, bt−1

i = −1
(13)

Thus, the total time delay of the system in period t can be expressed as

Dt(ρt) = ∑
i∈Bt

on

dt
i,s
(
ρt

i
)
+ dt

i,w
(
ρt

i
)

(14)

3. Initial State of SBSs Based on Relaxed Threshold for LSTM Traffic Prediction

When using the SBS traffic prediction algorithm to study the switching state of the
SBS, one generally sets a traffic threshold, where the predicted traffic load of the SBS in the
next period is lower than the threshold and is turned off, and vice versa. In addition to the
accuracy of the prediction algorithm, the setting of the threshold value is also important.
A fixed threshold value set artificially too high will turn off the SBS too much, reducing
the quality of service for users or even making them unserved, and a threshold value set
too low will result in poor energy saving. This paper corrects the results of SBS switching
by subsequent SBS state switching cost and user association algorithms to ensure that
unreasonable turn-on or turn-off does not occur, so we can set a higher threshold for SBS
turn-on traffic and a lower threshold for SBS sleep traffic, which is then supplemented
by subsequent algorithms to make it possible to turn off the SBS to the maximum extent
without affecting user service.

3.1. SBSs State Transfer Design

Since there are two levels of sleep in the SBS, Standby and Sleep, we need to set two
traffic thresholds, ϕb and ϕs, for Standby and Sleep, respectively. The traffic volume of the
SBS in time period t is denoted by Tt

i , and we have

bt
i =


1, Tt

i ≥ ϕb, i ∈ BS
0, ϕs ≤ Tt

i < ϕb, bt−1
i ∈ {0, 1}, i ∈ BS

−1, 0 ≤ Tt
i < ϕs or

{
ϕs ≤ Tt

i < ϕb, bt−1
i = −1

}
, i ∈ BS

(15)

where bt−1
j ∈ {0, 1} indicates that only in the t − 1 period the SBS is in On or Standby

state, and in the t period the SBS may be in Standby. The set of SBSs in different states
can be denoted as Bt

on =
{

i | bt
i = 1, ∀i ∈ B

}
, Bt

stand =
{

i | bt
i = 0, ∀i ∈ B

}
and Bt

sleep ={
i | bt

i = −1, ∀i ∈ B
}

, respectively. The state transfer of the SBS is shown in Figure 2. In
order to reduce the loss of the SBS hardware due to frequent switching between different
states, it is assumed that the state of the SBS cannot be changed from the Sleep state to the
Standby state, and we will now explain the rationality of this assumption.
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Figure 2. Base station status transfer map.

If only based on the determination result of the traffic threshold, the SBS needs to be
switched from Sleep to Standby in period t. There is energy loss in this process, and the
SBS in the Standby state does not provide services to users, but only resumes the function
of synchronizing the network cache contents and can be quickly woken up in the next
period. For this SBS, three states are possible in period t + 1; (1) Switching back to the Sleep
state makes switching the SBS from Sleep to Standby in period t a negative operation, with
no gain except more energy consumption for the SBS; (2) Keeping the Standby state, its
SBS state transfer process is Sleep→ Standby→ Standby, compared with the state transfer
process of keeping the Sleep state unchanged in period t: Sleep→ Sleep→ Standby, the
former obviously consumes more energy and the final state is also Standby, so it does
not reduce the subsequent SBS state switching delay; (3) By switching to the On state, for
the SBS from the period t− 1 of the Sleep state to the period t of the Standby state and
then to the period t− 1 of the On state, the SBS experiences two states switching. Each
switching state will have an energy loss, and the SBS switching cost formula shows that,
compared to the one-time energy loss from Sleep to On, the total energy consumption of
going through the two state stages is more, and during the duration of the Standby state,
the energy consumed is also much larger than that of the Sleep state. On the other hand,
the SBS switching delay from Standby to On is much lower than that from Sleep to On.
Next, we analyze the combined cost of these two different state transfer methods.

Assuming that the states of all SBSs except the target SBS under study are kept constant,
and letting the duration of each period be τ, the additional costs incurred through the
different states are:

Sleep→ Standby→ On

C1 = α
(

Psleepτ + Pstandτ + 2(β + γ)
)
+

0.1

e2ρt
i

(16)

Sleep→ Sleep→ On

C2 = α
(

2Psleepτ + 2β + γ
)
+

10

e2ρt
i

(17)

Therefore, we have

∆C = C1− C2 = α
[(

Pstand − Psleep

)
τ + γ

]
− 9.9

e2ρt
i

(18)

where Psleep and Pstand are fixed values, and the energy consumption bias, γ, is generally a
small positive number, so the value of ∆C depends on the weighting factor, α, and the period
duration, τ. These two parameters are closely related to the network strategy and scheme
adopted by the operator. In this paper, the scheme we have chosen focuses on reducing
energy consumption and the parameters chosen satisfy α

[(
Pstand − Psleep

)
τ + γ

]
> 9.9,

so ∆C > 0. Therefore, our assumptions are consistent with the application scenario of
this paper.
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3.2. Initial State Strategy for SBSs Based on LSTM Traffic Prediction

To initially obtain the state of the SBS in the next period, we use LSTM models to
predict the traffic of each SBS in the next period. LSTM is a recurrent neural network (RNN)
architecture for making predictions on time-series data, and it is capable of learning long-
term dependencies. Compared to traditional RNN models, LSTM models can eliminate the
problem of gradient disappearance or gradient explosion. LSTM contains four components:
cell states, input gates, output gates, and forgetting gates, which are specially developed
to solve the gradient disappearance and gradient explosion problems in traditional RNN
networks. Figure 3 shows the internal cell states of an LSTM model cell [22].
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The cell state can be thought of as a long continuous chain through which a number of
small interactions with cells are generated. It is a line consisting of ct−1 and ct in Figure 3.
The first step of the LSTM network is to identify the information that needs to be removed
or forgotten from the cell. This process can be handled with a sigmoid layer/forgetting
gate layer. The forgetting gate layer can be represented as follows

ft = σ
(

w f [ht−1, xt] + b f

)
(19)

where xt, w f , ht−1, and b f denote the new input, the weight function, the output of the
previous period, and the bias value, respectively. [ht−1, xt] denotes the sigmoid function,
which represents the stitching of two matrices together. The output value of Equation (19)
is either 0 or 1. When the output is 0 it means that the value is dropped completely, and
when the output is 1 the value is preserved. In the next step, the data to be included in the
cell state will be decided. The sigmoid layer, also known as the input gate layer, determines
the value to be recovered. The ‘tanh’ layer produces a new vector of candidate values that
can be combined with the current state.

it = σ(wi[ht−1, xt] + bi) (20)

c̃t = tanh(wc[ht−1, xt] + bc) (21)

where it is the input layer and c̃t is a new candidate vector. The new candidate vector value
for the next state can be obtained from Equations (20) and (21), i.e.,

ct = ft ∗ ct−1 + it ∗ c̃t (22)

The last step is to get the output. A sigmoid layer is executed. This selects which part
of the cell state is the output, then inserts the cell state and multiplies the output generated
by the cell state and the sigmoid gate through the ‘tanh’ layer (placing the value between
−1 and 1). This is done in order to get the output of the decision part.

ot = σ(wo[ht−1, xt] + bo) (23)
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ht = ot ∗ tanh(ct) (24)

where ot is the output of the sigmoid layer and ht is the output of the decision part. This new
output will be input to another layer and then the cycle continues. The flow of predicting
the traffic load of each SBS for the next period using the LSTM model is shown in Figure 4.
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4. SBS Energy Efficiency Management Decisions
4.1. Problem Formulation

In Section 3, we used the traffic prediction method to obtain a preliminary set of
SBS states by setting traffic thresholds and comparing the SBS with the thresholds based
on the magnitude of the predicted traffic. Since these state sets are closely related to the
threshold settings and there is no scientific mathematical model to strictly control setting
the thresholds, this will lead to thresholds set being based on experience which are not
universal in different scenarios; therefore, the SBS switching states obtained simply by traffic
prediction and threshold settings do not maximize the performance of the network system.
In addition, the focus on network performance indicators varies among operators when
setting network service strategies, with some focusing on user experience and requiring
lower network latency, while others are more sensitive to network energy consumption.
All of this has an impact on the switching state of the SBS, so we have constructed a
performance function optimization objective for the network:

min
ρt ,bt

Q
(

ρt, bt
)
= Dt(ρt)+ α ∑

i∈Bs

(
Pt

i + Pt
i,h

)
s.t. bt

i = {−1, 0, 1}, ∀i ∈ B
ρt ∈ Ωt(Bt

on
) (25)

where α is a weighting factor that represents the operator’s trade-off strategy between
latency and energy consumption.
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Assuming accurate results for traffic prediction based on the LSTM model, a prelimi-
nary SBS switching strategy is determined based on the threshold value. For when the SBS
state is determined, we have constructed the user associated optimal SBS load optimization
objective:

min
ρt

U
(

Bt
on
)
= Dt(ρt)+ α ∑

i∈Bs
on

(1− qi)ρ
t
iPi

s.t. ρt ∈ Ωt(Bt
on
) (26)

The fixed energy consumption component of the SBS is ignored in (26) because after
determining the set of turned-on SBSs, the fixed energy consumption of the SBS is a
constant value, independent of the user association policy. Since the average wake-up delay
in Dt(ρt) is related to the state of the SBS in the previous moment, it is a segmentation
function, which complicates the problem analysis. Therefore, in order to eliminate the effect
of wake-up delay on user association, we propose a SBS state asynchronous switching
mechanism. The mechanism can be described as follows: the MBS makes a SBS switching
policy in the region of this period at the 0th second of period t, i.e., it determines Bt

on,
Bt

stand, and Bt
sleep, and broadcasts these decisions to all SBSs. Assuming that the process of

broadcasting has no time delay, i.e., the SBSs receive the broadcast information at 0 s, after
receiving the decision information, the SBSs select different operation modes by combining
their current states. For example, if SBS i is in Bt

on, if its current state is Sleep, then SBS
i starts to enter the wake-up state immediately after receiving the broadcast signal. If
its current state is Standby, it starts to enter the wake-up state at 9.9 s after receiving the
broadcast signal. If its current state is On, SBS i continues to stay on according to the
decision information, as shown in Figure 5.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 12 of 22 
 

 
Figure 5. Asynchronous switching mechanism diagram. 

According to the asynchronous switching mechanism, all the SBSs will enter the sta-
ble state at 𝒯 = 10𝑠, and all of the SBSs that need to be turned on at this time are also in a 
state that can serve the users immediately, so the users are not affected by the SBS state 
switching delay in choosing the optimal SBS access at this time. For a SBS switching from 
the Sleep and Standby state to the On state, it enters the switching procedure earlier than 
other SBSs, which causes additional energy loss and will have an impact on the SBS 
switching strategy. In this paper, we equate the SBS state switching delay as the energy 
cost caused by entering the wake-up procedure earlier, so that Equation (25) remains un-
changed and Equation (26) ignores the SBS state switching delay, denoted as 

( ) ( ) ( ),

)

min 1

s (.t.

t
t t
on on

t t t

t

t
on i s i i i i

i B i

t
n

B

t
o

U B d q

B

ρ α ρ
∈ ∈

= + −

∈

  
ρ

ρ Ω
 (27)

Theorem 2. In Equation (27), the optimal SBS for the user located at 𝑥 to access in period 𝑡 is 

( ) ( )
( ) ( )

*
2*

max
1 1t

on

t
jt

tj B
j j j

c x
i x arg

qρ α
−

∈
=

− + − 
 (28)

Proof. Let 𝜌௝௧∗ be the optimal SBS load for Equation (27) and assume that the user can be 
informed of the current 𝜌௝௧∗ through messages broadcast from the SBS. Since the objective 
function of (27) is a convex function and its feasible domain is also a convex set, (27) is a 
convex optimization problem. Therefore, we only need to check whether the following 
inequality holds for the optimal SBS load 𝜌௝௧∗: 

( ) ( )( ) *
, 1 , 0t t

on on

t t t t t
i s i i i ii B i B
d qρ α ρ

∈ ∈
+ − − ▽  ρ ρ  (29)

Let 𝒂௧(𝑥) and 𝒂௧∗(𝑥) be the user association probability vectors when the SBS load 
is 𝝆௧ and 𝝆௧∗, respectively, and the coverage area of the SBS can be obtained according 
to Equation (28) as 

( )
( ) ( )2*

max
1 1t

on

t
jt t

i tj B
j j j

c x
x i arg

qρ α
−

∈

 
 = ∈ = 

− + −  

 


  (30)

MBS determines switching 
strategy
All SBSs receive the switching 
decision information broadcast 
by the MBS

Enter the wake-up procedure

Enter the wake-up procedure

Maintain the original state or switch 
to the specified state according to the 
switching policy

Figure 5. Asynchronous switching mechanism diagram.

According to the asynchronous switching mechanism, all the SBSs will enter the stable
state at T = 10 s, and all of the SBSs that need to be turned on at this time are also in a state
that can serve the users immediately, so the users are not affected by the SBS state switching
delay in choosing the optimal SBS access at this time. For a SBS switching from the Sleep
and Standby state to the On state, it enters the switching procedure earlier than other SBSs,
which causes additional energy loss and will have an impact on the SBS switching strategy.
In this paper, we equate the SBS state switching delay as the energy cost caused by entering
the wake-up procedure earlier, so that Equation (25) remains unchanged and Equation (26)
ignores the SBS state switching delay, denoted as

min
ρt

U
(

Bt
on
)
= ∑

i∈Bt
on

dt
i,s
(
ρt

i
)
+ α ∑

i∈Bt
on

(1− qi)ρ
t
iPi

s.t. ρt ∈ Ωt(Bt
on
) (27)
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Theorem 2. In Equation (27), the optimal SBS for the user located at x to access in period t is

it∗(x) = argmax
j∈Bt

on

ct
j(x)(

1− ρt∗
j

)−2
+ α
(
1− qj

)
Pj

(28)

Proof. Let ρt∗
j be the optimal SBS load for Equation (27) and assume that the user can be

informed of the current ρt∗
j through messages broadcast from the SBS. Since the objective

function of (27) is a convex function and its feasible domain is also a convex set, (27) is a
convex optimization problem. Therefore, we only need to check whether the following
inequality holds for the optimal SBS load ρt∗

j :

〈
5

 ∑
i∈Bt

on

dt
i,s
(
ρt

i
)
+ α ∑

i∈Bt
on

(1− qi)ρ
t
iPi

, ρt − ρt∗
〉
> 0 (29)

Let at(x) and at∗(x) be the user association probability vectors when the SBS load
is ρt and ρt∗ , respectively, and the coverage area of the SBS can be obtained according to
Equation (28) as

Lt
i =

{
x ∈ L

∣∣∣∣∣it = argmax
j∈Bt

on

ct
j(x)

(1− ρt∗)−2 + α
(
1− qj

)
Pj

}
(30)

Thus, the user association rule can be expressed as

at∗
i (x) = 1

{
i = argmax

i∈Bt
on

ct
j(x)

(1− ρt∗)−2 + α
(
1− qj

)
Pj

}
(31)

Inequality (29) can be calculated as follows:〈
5
(

∑i∈Bt
on

dt
i,s
(
ρt

i
)
+ α∑i∈Bt

on
(1− qi)ρ

t
iPi

)
, ρt − ρt∗

〉
= ∑i∈Bt

on

((
1− ρt∗

i

)−2
+ α(1− qi)Pi

)(
ρt

i − ρt∗
i

)
= ∑i∈Bt

on

((
1− ρt∗

i

)−2
+ α(1− qi)Pi

) ∫
L φt

i (x)
(

at
i(x)− at∗

i (x)
)

dx

=
∫
L φt

i (x)∑i∈Bt
on

(
1−ρt

j
∗
)−2

+α(1−qj)Pj

ct
j(x)

(
at

i(x)− at∗
i (x)

)
dx

(32)

Since at∗
i (x) is an indicator value determined by the maximum value of

ct
j(x)(

1−ρt∗
j

)−2
+α(1−qj)Pj

in Equation (30), i.e., the value of at∗
i (x) also corresponds to the minimum

value taken by

(
1−ρt∗

j

)−2
+α(1−qj)Pj

ct
j(x) . Therefore, we have ∑i∈Bt

on

(
1−ρt∗

j

)−2
+α(1−qj)Pj

ct
j(x) at

i(x) >

∑i∈Bt
on

(
1−ρt∗

j

)−2
+α(1−qj)Pj

ct
j(x) at∗

i (x), and the Inequality (29) holds. The theorem is proved.�

With the set of turned-on SBSs determined, Algorithm 1 gives the pseudocode of the
optimal user association.
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Algorithm 1. Enabling the optimal user association algorithm for the case of base station set
determination

Initialization: step-length ν ∈ [0, 1), small positive number ϑ, ε, π, and π > ε, ρt(0) ∈ (0, 1− ϑ)M,
k = 0, importing the B̃t

on obtained by LSTM traffic prediction, Bt
on = B̃t

on;
while π > ε

1. Broadcast load of each SBS ρt(k) ;

2. Users at x access SBS it(k) (x) = argmax
j∈Bt

on

ct(k)
j (x)(

1−ρt(k)
j

)−2
+α(1−qj)Pj

, the coverage of SBS i is

Lt(k)
i =

 x ∈ L|it(k) = argmax
j∈B̃t

on

ct(k)
j (x)(

1−ρt(k)
j

)−2
+α(1−qj)Pj

;

3. The new load of SBS i is Ct
i

(
ρt(k)

)
= min

{∫
Lt(k)

i
φt

i (x)dx, 1− ϑ

}
;

4. ρt(k+1)
= νρt(k) + (1− ν)Ct

(
ρt(k)

)
;

5. π =
∥∥∥ρt(k+1) − ρt(k)

∥∥∥
2
, k := k + 1;

end while
Output: ρt∗ = ρt(k) ,Lt∗

i = Lt(k)
i

4.2. SBS State Admission and Correction Algorithm

In Section 3, we used a method based on traffic thresholds and traffic forecasts to
initially determine the state of the SBS in the period t. However, such decisions are
extremely dependent on the setting of traffic load thresholds, which makes the decision
results have a large error. Therefore, we need to verify these decision results, accept the
correct decisions and correct the incorrect ones, so as to obtain the optimal SBS state. In this
paper, we use a heuristic algorithm to confirm the SBS states one by one, and its algorithm
complexity is mainly related to the number of SBSs, so we can reduce the complexity by
reducing the number of SBSs that need to be verified. In the initial state decision of the
SBS, it is assumed that the traffic prediction results are accurate. We set the threshold, ϕb,
to be high relative to the general empirical threshold, and therefore the SBS B̃t

on which is
determined to be turned on in period t by the traffic prediction will be directly accepted
without further verification. Similarly, we set ϕs to be low, so that SBS B̃t

sleep, which is
determined to be sleep at time t by traffic prediction, will be accepted directly. Therefore,
the main issue to be considered is that for the SBSs in B̃t

stand, some of them need to be On
and some need to be in Sleep mode, so we use the system performance objective function
to determine the status of the SBSs in B̃t

stand in turn. To facilitate reading, the system
performance optimization objective function is rewritten as

min
ρt ,bt

Q
(
ρt, bt) = Dt(ρt)+ α ∑

i∈Bs

(
Pt

i + Pt
i,h

)
s.t. bt

i = {−1, 0, 1}, ∀i ∈ B
ρt ∈ Ωt(Bt

on
) (33)

Algorithm 2 gives the pseudocode of the joint optimization algorithm for SBS state
control and user association to solve (34).
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Algorithm 2. Joint optimization algorithm for SBS state control and user association (SSC-UA)

Initialization: The initial B̃t
on, B̃t

stand, B̃t
sleep, and b̃

t
obtained by LSTM traffic prediction.

while B̃t
stand 6=
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The optimal load ρ̃t∗ under B̃t
on is calculated from Algorithm 1, and the system performance

objective function value Q
(

ρ̃t∗ , b̃
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is calculated by combining the set bt−1 of base station states in

period t− 1 and the set b̃
t

of predicted states in period t;
Select SBS i = argmax

j∈B̃t
stand

Tt
j , B̃t

on ← B̃t
on ∪ {i} , and at the same time adjust bt

i in b̃
t

from bt
i = 0

to bt
i = 1 to get the new b̃

t
new, B̃t

stand ← B̃t
stand − {i} ;

Run Algorithm 1 to compute the optimal load ρ̃t∗
new under the current B̃t

on. Combine bt−1 and

b̃
t
new to compute the new system performance objective function value Q

(
ρ̃t∗

new, b̃
t
new

)
;

if Q
(

ρ̃t∗
new, b̃

t
new

)
6 Q

(
ρ̃t∗ , b̃

t)
Bt

on = B̃t
on, Bt

stand = B̃t
stand, bt = b̃

t
new;

else
Bt

on ← B̃t
on − {i} , Bt

stand ← B̃t
stand ∪ {i} ;

break;
end if

end while
while Bt

stand 6=
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The optimal load ρt∗ under Bt
on is calculated from Algorithm 1, and the system performance

objective function value Q
(
ρt∗ , bt) is calculated by combining the set bt−1 of base station states in
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sleep − {i} , Bt
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Output: Bt

on, Bt
stand, Bt

sleep,

5. Simulation Results
5.1. LSTM Model Traffic Prediction

The dataset used in this paper is the data traffic of 4G LTE network SBSs on Kaggle
(https://www.kaggle.com/datasets/habibmrad1983/lte-data-traffic?select=train.csv ac-
cessed on 15 November 2022). The dataset contains data traffic information for 57 SBSs
for one year (from 23 October 2017 to 22 October 2018), where the data traffic is the total
data capacity served by the SBS to all users in one hour. Therefore, each SBS contains 8733
data, and we used a total of 168 data from the most recent week (16 October 2018 to 22
October 2018) as the test set and 8565 data from the rest of the time (from 23 October 2017
to 15 October 2018) as the training set to train the model and compare the autoregressive
integrated moving average model (ARIMA).

In predicting SBSs traffic using the LSTM network, we used the SBS traffic of the first
five consecutive time series in time period t to predict the SBS traffic. um(t) denotes the
input to the LSTM network, it can be expressed as

um(t) = [hm(t− 5), hm(t− 4), · · · , hm(t− 1)] (34)

https://www.kaggle.com/datasets/habibmrad1983/lte-data-traffic?select=train.csv
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where hm(t) is the real traffic of SBS m in time period t. There are two hidden layers with
nodes of 64 and 8, and an output layer that performs single-value prediction to obtain the
SBS predicted traffic, h̃m(t). The training prediction error is defined as follows

θ =
∑t

∣∣∣hm(t)− h̃m(t)
∣∣∣2

∑t|hm(t)|2
(35)

Figures 6 and 7 compare the results of the LSTM model and ARIMA model for
the traffic prediction of Cell_000111 SBS and Cell_000113 SBS, respectively. The traffic
prediction values of both prediction models have a high degree of fit with the actual values,
and the overall trend remains basically consistent with the actual values. Figures 8 and 9
compare the prediction errors of the LSTM model and ARIMA model for Cell_000111 SBS
and Cell_000113 SBS, respectively, and here we use the absolute error to represent the
prediction error. Compared with the ARIMA model, the prediction error of the LSTM
model is much lower, mainly because of the larger time-varying variability of the SBS
traffic. In general, the ARIMA model has better prediction for data with little variation
trend and that is more stable overall, such as the exchange rate or the price of a certain
stock with more stable price, while the LSTM model has better prediction for more volatile
data. Table 2 compares the RMSE and MAE of the two models, and also shows that the
LSTM model has better performance in SBS traffic prediction.
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Table 2. Comparing the prediction effect of two models.

BS Number
RMSE MAE

LSTM ARIMA LSTM ARIMA

Cell_000111 135.48 410.9 113.45 354.88
Cell_000113 61.81 474.92 54.79 65.72

5.2. Network System Performance

This section compares the proposed SSC-UA scheme with: (1) The joint optimization
of SBS off and user association (BS-off-UA) algorithm, where the SBS states in BS-off-UA
are Off and Sleep. (2) The optimization of user association without considering the SBS off
(BS-on-UA) algorithm.

Figure 10 compares the power consumption and average delay of the SBSs for each
scenario with different α. The average delay of the SBSs during the time period is calculated
by the following equation.

Dt(
ρt) = 1

n ∑
i∈Bt

on

dt
i,s
(
ρt

i
)
+ dt

i,w
(
ρt

i
)

(36)

where n denotes the number of SBSs in the On state in period t. From Figure 10, it can
be observed that as the value of α increases, the energy consumption of all three schemes
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decreases and the delay increases. This is because the larger α indicates that the proportion
of energy consumption in the objective function increases, and the objective function
optimization is more sensitive to energy consumption. The final result is to reduce energy
consumption by increasing the delay, so as to reduce the value of the overall objective
function. Comparing the SSC-UA and BS-off-UA schemes, we can find that the delay of
the SSC-UA scheme is always lower than that of the BS-off-UA scheme, but the energy
consumption is slightly higher than that of the BS-off-UA scheme. The reason for this result
is that there is a Standby state for the SSC-UA scheme, and the energy consumption of
these SBSs is larger than that of the Sleep state SBSs. On the other hand, the Standby state
SBSs can be woken up faster than the Sleep state SBSs, and the system wake-up delay is
much lower than that of the Sleep state SBSs, so the delay is reduced. Although the SSC-UA
scheme reduces the latency at the expense of energy consumption, the algorithm complexity
of the SSC-UA scheme is much lower than that of the BS-off-UA scheme. This is mainly
due to the fact that in the SSC-UA scheme we predict the traffic of the SBSs through the
LSTM network and make the initial decision on the state of the SBSs, which greatly reduces
the number of SBSs to be considered in the heuristic algorithm. The BS-off-UA scheme
needs to take all of the SBSs into account, and the algorithm complexity is much higher
than that of the SSC-UA scheme. In addition, because all the SBSs are on in the BS-on-UA
scheme, their energy consumption is kept at a high level, and there is no wake-up delay
in the system, and the load of each SBS is in a more balanced state, so the overall system
delay is low.
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Figure 10. Comparison of average latency and total energy consumption of the three schemes.

Figure 11 compares the cumulative distribution function (CDF) of the delay of the
SSC-UA scheme and the BS-on-UA scheme. Compared with the BS-on-UA scheme, the
CDF of the delay of the SSC-UA scheme is on the left, which indicates that the network
delay of the SSC-UA scheme is smaller than that of the BS-on-UA scheme in general.
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Figures 12 and 13 show the continuous 48-h network conditions of the SSC-UA and
BS-on-UA schemes, including the traffic demand, the number of SBSs to be turned on, and
the average delay and the energy consumption of the network for each hour, where the left
vertical coordinate indicates the number of SBSs, and the right vertical coordinate indicates
the normalized traffic demand, average delay and energy consumption. The number of
SBSs to be turned on changes with the demand of network traffic in different time periods,
and the number of SBSs to be turned on and the traffic demand curves of both schemes keep
the same trend. The number of SBSs to be turned on in the SSC-UA scheme and BS-on-UA
scheme is basically the same, and the number of SBSs to be turned on in the BS-on-UA
scheme is slightly larger than that in the SSC-UA scheme in some cases. Comparing the
average delay and energy consumption of the SSC-UA scheme and BS-on-UA scheme, the
energy consumption of the SSC-UA scheme is higher than that of the BS-on-UA scheme
in all time periods, while the average delay is lower for the SSC-UA scheme than the
BS-on-UA scheme, which is consistent with the analysis results in Figure 10.
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Figure 14 shows the number of SBSs that are in On, Standby, and Sleep states at
different times of the day in the SSC-UA scheme. From Figure 14, it can be seen that when
the number of SBSs turned on is relatively small, it means that the current traffic demand
of the network is relatively low, and the ratio of the number of SBS in the Sleep state to
the number of SBS in the Standby state is larger accordingly. When the number of On SBS
increases, the ratio of the number of Sleep state SBSs to the number of Standby state SBSs
decreases. This is because when the traffic demand is small, there will be many regional
SBSs with low traffic load, and more SBSs can be turned off through the objective function,
and these SBSs will not be turned on in a short period of time, which in turn will not have
a large impact on the wake-up delay. While when the traffic demand is large, the system
will put more switched-off SBSs in the Standby state by weighing the impact of energy
consumption and delay, so that they can be woken up quickly in the next period which
reduces the average wake-up delay of the network.
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6. Conclusions

This paper first analyzes the energy consumption characteristics of SBSs based on
their hardware composition, then adopts a three-state SBS scheme, and finally constructs
energy consumption models and delay models for different states of SBSs. Then, the LSTM
network is used to predict the traffic load of each SBS in the next period, and the threshold
determination method is applied to make a preliminary decision on the state that needs to
be switched in the next period of the SBS. Finally, a joint optimization algorithm of SBS state
control and user association is proposed to determine whether the preliminary decision
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strategy is to be accepted or modified. Simulation results show that the proposed SSC-UA
algorithm can effectively improve the energy efficiency and reduce the network service
delay at the same time.
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