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Abstract: With the change of graduate education from quantity expansion to quality promotion,
how to improve the quality of graduate cultivation has aroused wide concern. However, existing
scientific quantitative methods tend to investigate the results of graduate training, with a lack of
attention to the multidimensional data during the training process. Thus, exploratory analysis of
multidimensional data in the graduate training process and accurate grasp of the key process factors
affecting graduate academic competence is an indispensable task for achieving the stated goals of
graduate education. In this paper, a visual analytic system of graduate training data is proposed to
help users implement in-depth analysis based on the graduate training process. First, a questionnaire
is designed about the training process to identify multidimensional data timely and accurately. Then,
a series of data mining methods are utilized to further detect key factors in the training process, which
will be used to make academic predictions for first-year graduates. Meanwhile, an interactive visual
analytic system has been developed to help users understand and analyze the key factors affecting
the graduate training process. Based on the results of the visual analysis, effective suggestions will be
provided for graduate students, supervisors, and university administrators to improve the quality of
graduate education.

Keywords: graduate education; data mining; visual analytics; key factors; improvement suggestions

1. Introduction

With the increasing demand for talents, especially high-level academic talents, grad-
uate education has become a national top-level form of education. The universities have
become centers for the training of high-level talents and research bases for scientific inno-
vation. As the transformation from scale expansion to quality improvement of China’s
graduate education, the contradiction between the quantity and quality has become in-
creasingly prominent, which makes it an important task to improve the training quality of
postgraduates. One of the core indicators of the quality of graduate training is the ability to
conduct innovative academic research. However, due to the lack of appropriate quantitative
management measures for graduate participation in academic research, it is difficult for
administrators to effectively carry out real-time and effective planning and management
for the research training process of graduate students. Thus, the exploration and analysis of
the process of graduate education and training will help administrators understand the key
factors that influence the level of academic competence of graduates, and then optimize and
guide graduate supervisors and graduate students to achieve efficient graduate training
and the established talent training goals.

The application of questionnaires and data mining techniques brings a new perspec-
tive to quantitative management of graduate education. Questionnaire is an effective data
collection tool and can provide a multi-perspective view of graduate academic engagement
and training process, which is important for further factor exploration. Data mining meth-
ods are used to identify and extract valid information from graduate survey data, in order
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to accurately analyze and predict the factors affecting graduate research training. However,
quantifying graduate research management and improving graduate quality still face the
following challenges: CH1. The application of existing data mining techniques usually
focuses on the results of graduate training, such as the scientific research achievements,
graduation planning and employment, etc, but lacks the tracking, acquisition and analysis
of multidimensional data in the process of graduate training. CH2. It is also difficult to
explore the key factors closely related to the quality of graduate training through data
mining and machine learning algorithms from the multidimensional data. CH3. Another
challenge is how to provide a systematic tool to accomplish visual analysis tasks based on
multidimensional data and training effects of graduate students, and help administrators
to quickly identify and analyze the influencing factors of graduate training results.

In order to address the above challenges, we first design a questionnaire based on
multi-dimensional data of the graduate training process. By distributing and collecting
the questionnaires, it can timely and accurately identify the real-time situation of the
current graduate training process in universities (CH1). In order to further explore the
key factors in graduate training, we utilize a set of data mining methods based on the
questionnaires. The model is derived from the training process of senior graduate students
and then used to comprehensively predict the training results of junior graduates (CH2).
Finally, we design a series of visual interfaces based on the model results to further help
administrators understand and analyze the influencing factors affecting the graduate
training process through interactive visual analysis (CH3). The major contributions of our
work are summarized as follows:

• A questionnaire is designed based on multi-dimensional data of the graduate training
process to achieve refined tracking of graduate training data.

• Data mining methods are combined with multi-dimensional questionnaire data to
identify the key factors in the graduate training process.

• A set of interactive visual analytics tools integrating visualization methods and human–
computer interactions are provided to assist administrators in further understanding
and exploring the key factors affecting the graduate training process.

The rest of the paper is organized as follows: Section 2 introduces the related work.
Section 3 describes data information and summarizes the requirement tasks and the system
overview. In Section 4 the visual designs and interactions are introduced, and the algorithms
for feature selection and training classifiers used in this paper are then described. The
results and suggestions are discussed in Section 5. Lastly, we draw conclusions from this
work and summarize the future work in Section 6.

2. Related Work
2.1. Higher Education

In recent years, with the expansion of domestic graduate education enrollment, the
sudden increase in the number of students has led to an increasing number of problems in
the quality of graduate training management. A great deal of current work has been ap-
plied to analyze the factors influencing student development. Excellent campus academic
atmosphere, a good infrastructure, and a front-end academic communication platform
have a very important impact on students’ academic research. Calma et al. [1] conducted
a practical study of 22 universities in the Philippines and found that the low quality of
students’ scientific research results is related to several factors, among which the lack of ade-
quate infrastructure resources for learning is the most important factor. Komarraju et al. [2]
found that actively promoting close contact between students and teachers was crucial to
developing students’ academic self-concept and improving their academic achievement. In
addition to an excellent campus environment, the experience, direction, and advice of super-
visors also play a significant role in the academic outcomes of students. Lechuga et al. [3]
described in detail the role of supervisors for students through the three roles of Allies,
Ambassadors and Master–Teachers, emphasizing that the role of supervisors was crucial in
guiding students in their research studies. Wheeler et al. [4] found that frequent seminars
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held by teaching assistants led to significant improvements in students’ content knowledge
throughout the semester, with quantitatively examining the content of their seminars and
their students’ learning. Acker et al. [5] obtained through semi-structured data collection
that the student–supervisor relationship is a key factor in student progress, i.e., students
need constructive guidance from their teachers, and a good instruction also makes stu-
dents feel confident. The role of personal subjective factors in academic results is also
indispensable, and there are many studies that have been conducted in different directions
to analyze. Amida [6] used structural equation modeling in R language to analyze the
fact that students’ active factors include many components, such as time management,
motivation, and future ambitions, among which self time management is a very important
factor, and the lack of self time management can lead to academic delays. Barattucci [7]
used Biggs’ 3P learning model and a correlational design to derive a direct correlation
between personal factors (motivation and self-efficacy) and academic performance. In this
context, this paper conducts an in-depth analysis of the research outcomes of graduates
and their influencing factors from both supervisors and students, to facilitate the follow-up
of targeted improvements for the students themselves, their supervisors and relevant
departments and institutions.

2.2. Education Data Mining

With the rapid development of information technology, data mining is increasingly
linked to the field of education, and a lot of research work has been conducted to explore
such issues. Data mining explores the information generated by online courses and digs
deeper into the relevance of the information to obtain various types of demand forecasts
and effective recommendations. Kardan et al. [8] used a neural network approach in data
mining techniques to analyze the factors that influence students’ online course selection
and predict that their course selection needs to help universities make optimal course
arrangements. Wong et al. [9] analyzed student forums by extracting forum threads and
discussion posts through data mining to understand how students interact with different
discussion groups. Nilashi [10] used data mining, machine learning, and statistical data to
analyze the information generated from the portal in order to explore the level of learner
satisfaction with the MOOC and investigate the factors to improve student satisfaction.
Data mining can be applied not only to predict outcomes, but also to identify the factors
that influence each other in graduate groups and individuals to make targeted learning
recommendations. Onwuegbuzie et al. [11] predicted the achievement of 26 graduate
students in collaborative groups and found that initiating different ideas from individual
students in collaborative learning groups could promote graduates’ motivation in research.
Chen et al. [12] combined fuzzy set theory with data mining techniques to identify im-
portant factors affecting student learning outcomes from infrequent data. In addition
to forecasting and advising, it also has a wide range of applications in school education
system management. Pardos et al. [13] extracted the structural information of the course
through data mining and helped users understand the chapters in the course knowledge
by building a course tree. Yin [14] proposed to apply data mining methods to student
information systems to extract useful student information through data mining to optimize
the management of school. Gu [15] introduced a data mining method which can mine
the effectiveness index data and complete the construction of the effectiveness model of
vocational education model reform. However, most of the current research work on data
mining mainly focuses on undergraduate studies and employment, but lacks attention to
the management of graduate training. Therefore, against this background, this paper fo-
cuses on the use of data mining techniques to explore the attributes of graduates’ academic
research capabilities throughly.

2.3. Education Data Visualization

Visualization is a theory, method, and technology that uses computer graphics and
image processing technology to convert data into graphics or images displayed on the
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screen and to process them interactively, which has been used extensively in several fields in
recent years such as machine learning [16,17], deep learning [18], radio signals analysis [19],
anomaly detection [20], graphical perception [21] and sampling [22], and the contrastive
dimensionality reduction [23]. In addition, the applications in the field of higher education
are manifested in three main areas, namely the impact of visualization on students, higher
education institutions, and university faculties.

The impact of visualization on students involves the visual presentation of content
and the communication of useful teaching information. Kumar et al. [24] integrated two
techniques, narrative and text visualization, to convert text into a narrative format in order
to help students understand the course in an easy way. Fahd et al. [25] implemented
semantic visualization with domain-specific knowledge through knowledge maps, next-
generation graph data storage, and modeling of unstructured data, which has facilitated
students’ deep conceptual understanding of the literature and the discovery of hidden
knowledge from large digital repositories and their associations. Ida et al. [26] proposed a
visualization method for textual information of higher education courses to analyze the
structure of higher education and provide useful educational information for teachers.
Zhao et al. [21] formulated three hypotheses about the role of visual focal areas, graph
structure recognition, and mental model formation on graph perception, and used real-
world graphs with background stories to assess these hypotheses, allowing students to
improve long-term memory and classroom engagement with graphs through familiarity
with background stories. In terms of impact on higher education institutions, visualization
analysis can help university management make sound decisions. Chong [27] and others
used data metrics visualization techniques and learning behavior analysis methods to
provide targeted support and interventions for adult learners in higher education so that
schools can understand adult learners and anticipate their needs. Vílchez [28] combined
bibliometrics and information visualization to identify clusters of academic networks
through co-citation analysis which could help managers of higher education institutions
to make decisions that lead to useful academic outputs. Ngo et al. [29] proposed a
unified data framework that allows for aggregating high-demand data sources into a
single research resource relevant to higher education research, while developing a set of
analytical tools based on the data framework for helping educational researchers with data
mining and synthesizing visual analysis of complex data sources. Choo et al. [30] built a
web-based deep learning library, ConvNetJS with Deepvis toolbox, to provide effective
interactive visualization for interpreting deep learning models and help educators achieve
their teaching tasks through deep learning techniques with visualization modules. Schwab
et al. [31] adapted a real-world course into a wed-based educational system, boc.io, and
aided students’ understanding of course knowledge by linearly or nonlinearly adding
educational concepts and materials such as lecture slides, book chapters, videos, and LTI.
With respect to impact on teachers, Wei et al. [32] promoted personalized education by
predicting students’ interactive performance in an online problem pool and recommending
different learning resources to students with different needs. Sundgren [33] provided quick
and accurate estimates of students’ online writing collaboration strategies by exploring the
visualization of Google Doc revision history for online collaborative writing documents.
However, most of the visual analytic work has been used currently in teaching and learning,
mainly in the undergraduate field, to help students understand the course more intuitively
and tap into the hidden knowledge in the course through knowledge visualization. Few
studies have explored the training and academic aspects of graduates through visualization.
This paper takes advantage of visualization technology to explore the training of graduates
and future academic research projections, to help students, instructors, and universities
understand the cultivation of graduates better and improve the quality of graduate teaching.
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3. Requirement Analysis and System Overview
3.1. Data Description

The questionnaire was designed by professionals from the graduate school of a uni-
versity in Zhejiang Province, China, and its design was reasonable. It was distributed to all
grades of graduate students (majors not counted) enrolled in the university at that time,
and 677 questionnaires were collected in a timely and effective manner.

In order to better discover the value of the data and facilitate the processing of the
model, it is necessary to pre-process the data. Firstly, since some attributes cannot describe
the intrinsic distribution pattern of the sample, such as the way and time of filling in
the questionnaire, the independent variables were deleted to remove factors that had
no effect on the results. Meanwhile, manual answer standardization was carried out
for irregularities and implied information to turn them into data that can be processed
normally. Secondly, for outliers and missing values in the questionnaire, we used the
mean value of the corresponding attributes to fill in, while duplicate values were deleted or
replaced with the mean value as appropriate. Finally, in order to better implement the data
mining algorithm based on the questionnaire data, we classified the attributes into five
modules, including basic information of student, academic participation of students, basic
information of supervisors, academic guidance of supervisors, and academic achievements
(evaluation indicator). Each module contains the corresponding attributes. By vectorizing
the options of each attribute with the numerical replacement of A-1, B-2, C-3, D-4, and E-5,
the questionnaire data were converted into feature vectors required by the data mining
algorithms. More detailed data will be shown in Tables 1 and 2.

Table 1. The descriptive results of questionnaires.

Module Factors Value
All Third Year Second Year First Year

No. PCT No. PCT No. PCT No. PCT

Students’
basic
information

Gender
(Sbasic3)

Male 225 33.23% 45 29.41% 89 33.09% 91 35.69%

Female 452 66.77% 108 70.59% 180 66.91% 164 64.31%

Recent graduates
(Sbasic4)

Yes 495 73.12% 123 80.39% 191 71.00% 181 70.98%

No 182 26.88% 30 19.61% 78 29.00% 74 29.02%

Bachelor’s degree from
our university (Sbasic5)

Yes 155 22.90% 27 17.65% 62 23.05% 66 25.88%

NO 522 77.10% 126 82.35% 207 76.95% 189 74.12%

Plan after graduation
(Sbasic6)

PH D 78 11.52% 8 5.23% 28 10.41% 42 16.47%

Civil Servant 192 28.36% 43 28.10% 80 29.74% 69 27.06%

Staff 366 54.06% 96 62.75% 143 53.16% 127 49.80%

Others 41 6.06% 6 3.92% 18 6.69% 17 6.67%

Participation of academic
competition (Sbasic7)

None 409 53.59% 82 53.90% 145 71.37% 182 60.41%

School 185 29.41% 45 31.23% 84 21.96% 56 27.33%

Province 42 13.07% 20 4.83% 13 3.53% 9 6.20%

National 41 3.92% 6 10.04% 27 3.14% 8 6.06%
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Table 1. Cont.

Module Factors Value
All Third Year Second Year First Year

No. PCT No. PCT No. PCT No. PCT

Students’
academic
information

Frequency of academic
lectures organized
by your college
(Sacademic1)

Uncertain 31 4.58% 8 5.23% 11 4.09% 12 4.71%

1-2/semester 37 5.47% 5 3.27% 23 8.55% 9 3.53%

1-2/month 296 43.72% 77 50.33% 112 41.64% 107 41.96%

Per week 313 46.23% 63 41.18% 123 45.72% 127 49.80%

Frequency of participating
in
academic lectures
(Sacademic2)

Hardly 13 1.92% 1 0.65% 8 2.97% 4 1.57%

Once/semester 133 19.65% 33 21.57% 66 24.54% 34 13.33%

Once/week 111 16.40% 18 11.76% 25 9.29% 68 26.67%

Twice/week 420 62.04% 101 66.01% 170 63.20% 149 58.43%

Frequency of participating
in academic training
(Sacademic3)

None 80 11.82% 11 7.19% 33 12.27% 36 14.12%

1–2 times 300 44.31% 68 44.44% 106 39.41% 126 49.41%

More than 3 297 43.87% 74 48.37% 130 48.33% 93 36.47%

Frequency of
reading papers
(Sacademic4)

1–5/semester 35 5.17% 9 5.88% 11 4.09% 15 5.88%

1–5/month 255 37.67% 76 49.67% 95 35.32% 84 32.94%

1–5/week 327 48.30% 59 38.56% 135 50.19% 133 52.16%

1/day 60 8.86% 9 5.88% 28 10.41% 23 9.02%

Supervisor’s
basic
information

Supervisor’s guiding way
(Tbasic1)

Single tutor 623 92.02% 146 95.42% 248 92.19% 229 89.80%

Tutor group 54 7.98% 7 4.58% 21 7.81% 26 10.20%

Supervisor’s title
(Tbasic2)

Lecturer 9 1.33% 0 0.00% 5 1.86% 4 1.57%

Associate
professor 207 30.58% 36 23.53% 81 30.11% 90 35.29%

Professor 461 68.09% 117 76.47% 183 68.03% 161 63.14%

Number of students for
each Supervisor (Tbasic3)

No more than
3 545 80.50% 98 64.05% 208 77.32% 239 93.73%

No more
than6 130 19.20% 55 35.95% 60 22.30% 15 5.88%

More than 7 2 0.30% 0 0.00% 1 0.37% 1 0.39%

Supervisor’s
information
about
guidance

Communication
frequency
(Tguidance1)

None 10 1.48% 5 1.96% 2 0.74% 5 1.96%

1-2/semester 60 8.86% 25 9.15% 21 7.81% 25 9.80%

1-2/month 320 47.27% 96 53.59% 142 52.79% 96 37.65%

1-2/week 287 42.39% 129 35.29% 104 38.66% 129 50.59%

Communication way
(Tguidance2)

Face-to-face 541 79.91% 211 77.78% 211 78.44% 119 82.75%

Telephone 15 2.22% 4 2.61% 7 2.60% 4 1.57%

E-mail 14 2.07% 3 2.61% 7 2.60% 4 1.18%

Message 107 15.81% 37 16.99% 44 16.36% 26 14.51%

Participation of
supervisor’s projects
(Tguidance3)

None 339 50.07% 73 54.90% 126 46.84% 140 47.71%

One 231 34.12% 55 32.55% 93 34.57% 83 35.95%

More than
two 107 15.81% 25 12.55% 50 18.59% 32 16.34%
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Table 1. Cont.

Module Factors Value All Third Year Second Year First Year

No. PCT No. PCT No. PCT No. PCT

Supervisor’s requirements
for paper publication
(Tguidance4)

None 180 26.59% 31 20.26% 82 30.48% 67 26.27%

Request 46 6.79% 11 7.19% 14 5.20% 21 8.24%

Guidance 451 66.62% 111 72.55% 173 64.31% 167 65.49%

Frequency of
academic discussion
(Tguidance5)

None 105 15.51% 16 10.46% 38 14.13% 51 20.00%

Once/semester 108 15.95% 32 20.92% 44 16.36% 32 12.55%

Once/month 231 34.12% 61 39.87% 97 36.06% 73 28.63%

Once/week 233 34.42% 44 28.76% 90 33.46% 99 38.82%

Supervisor’s
guidance degree
(Tguidance6)

None 28 4.14% 5 3.27% 11 4.09% 12 4.71%

Little 58 8.57% 13 8.50% 21 7.81% 24 9.41%

Much 591 87.30% 135 88.24% 237 88.10% 219 85.88%

Supervisor’s
disadvantages
(Tguidance7)

Too many
students 77 11.37% 30 19.61% 28 10.41% 19 7.45%

Too busy 141 20.83% 36 23.53% 53 19.70% 52 20.39%

High demand 179 26.44% 35 22.88% 78 29.00% 66 25.88%

Invalid
interaction 105 15.51% 20 13.07% 43 15.99% 42 16.47%

None 175 25.85% 32 20.92% 67 24.91% 76 29.80%

Table 2. The descriptive results of questionnaires about evaluation basis.

Module Factors Value All Third Year Second Year First Year

No. PCT No. PCT No. PCT No. PCT

Evaluation
basis

Number of
published
papers
(paper1)

0 448 66.17% 45 29.41% 167 62.08% 236 92.55%

1 130 19.20% 55 35.95% 60 22.30% 15 5.88%

2 64 9.45% 31 20.26% 30 11.15% 3 1.18%

3 26 3.84% 16 10.46% 9 3.35% 1 0.39%

4 6 0.89% 5 3.27% 1 0.37% 0 0.00%

5 3 0.44% 1 0.65% 2 0.74% 0 0.00%

3.2. Requirement Analysis

In this study, the research focus was derived from the discussions with two domain
experts (E1 and E2). E1 is a higher education administrator whose work involves the
management of higher education student groups. He has extensive experience in the aca-
demic development of graduate students. E2 is a scholar in higher education management
and has been working in the field of graduate education for eight years. He focuses on
the cultivation of academic competence in graduate groups and has a strong demand for
visualization and visual analysis of the factors affecting graduate academic competence.
We interviewed the experts and reviewed the literature to understand that the ultimate
expression of the quality of graduate training is in the form of academic publications
and graduation planning of the graduate students, but the key factors that can influence
academic competence often occur in the process of the cultivation of the graduate students
during the period of research. In addition, these multidimensional factors do not affect
the academic competence of graduates in isolation, but in a synergistic way. Thus, it is an
urgent requirement to accurately identify the multidimensional influencing factors in the
graduate training process. In addition, the experts specified that providing analysts with
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an intuitive visual comparison of the impact of different factors on academic ability is nec-
essary for analysts to understand the factors and further predict the academic attainment of
a research group. In the form of structured interviews, a list of requirements was distilled
and driven by the discussions with experts:

R1. Multidimensional Data Tracking and Acquisition for Graduate Training Pro-
cesses. The key to quantitative analysis of graduate training quality lies in the accurate
interpretation of training data. However, most existing studies focus on the training results
of graduate students, such as the number of published papers and the future plans and
employment of graduates, but lack attention to the academic ability training of graduate
students at the current stage. Therefore, it is necessary to track and acquire multidimen-
sional data on the actual training process, so as to establish a data foundation for the
extraction of key factors for subsequent training management.

R2. Extraction of Key Factors for Graduate Training. Based on the data of the gradu-
ate training process, it is still a tough task to discover the latent key factors. The extraction
of key factors can help educators explore and observe the graduate training process from
multiple perspectives and multi-dimensional data, grasp the core factors affecting the
academic ability of graduates, and provide important management ideas for administrators
to improve the quality of education training.

R3. Visual Evaluation of Graduate Training Factors. A comprehensive and intuitive
understanding of the multidimensional data of the graduate training process is essential to
accurately analyze and grasp the key factors of training process and improve the quality of
training. A visual analytics system will assist education experts in evaluating the key factors
by visualizing the multidimensional factors of the graduate training process and comparing
the differences between the different factors to analyze and explore the training process.

R4. Interactive Assessment and Recommendations for Graduate Training. When
displaying the visual comparison between features of different factors and the subsequent
prediction of key factors affecting academic publication, users need to manually select
appropriate feature selection and prediction algorithms according to the visual displays
to achieve the final evaluation results. To this end, an interactive analysis system will
help experts to evaluate key factors in the graduate training process, while enabling a
comprehensive presentation of the final academic research predictions, so as to provide
a reasonable management direction for education experts for the cultivation of academic
ability of graduate students.

3.3. System Pipeline

According to the literature analysis related to the quality of education, the question-
naire can be designed from two aspects: students and supervisors. By putting forward
various attributes related to students’ scientific research, the data mining methods are
used to find out which attributes are related to whether students can publish academic
achievements, so as to obtain the main factors affecting the quality of students’ academic
ability training. The workflow of this paper is shown in Figure 1. Firstly, according to
the established research objectives, we designed a questionnaire with 20 influencing fac-
tors in five modules: basic information of students, academic participation of students,
basic information of supervisors, and academic guidance of supervisors and academic
achievements (evaluation basis) (R1). After pre-processing the questionnaire data, the
algorithms of Lasso, Elastic Net, and Orthogonal Matching Pursuit are used to select the
features of the original data of the second-year and third-year graduate students, to find
out the most important factors affecting the publication of paper (R2). Then, we use the
classification algorithms such as support vector machine, naive Bayes, logistic regression,
random forest, and multi-layer perceptron to train the classifier to verify the effectiveness
of feature selection while predicting the future academic publications of first-year graduate
students (R4). In addition, we provide a set of visual and interactive interfaces that allow
users to visually compare algorithm results and interactively conduct analysis to assess
suggestions for improving graduate academic ability (R3,R4).
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Figure 1. The pipeline of our system for data mining and visual analysis of graduates’ training process.

4. Data Mining Methods for Graduates’ Cultivation
4.1. Visualization and Interaction

A graduate questionnaire system has been developed that integrates a rich visual and
interactive interface for visual comparison and analytical evaluation of feature selection
and classification prediction results. The system interface is shown in Figure 2. In the
control panel, firstly, we load our pre-processed questionnaire data into the system by
selecting the data. In the Factor Comparison View (Figure 2a), the factors in each module
are presented in the form of a bubble diagram, where the outermost bubble represents
each module, the middle the factors in this module, and the innermost the options within
this factor. The bubble plots enable a visual comparison of the individual factors and the
percentage of options within them. The size of the bubbles is determined by the weights,
with the innermost circle weight calculated from the percentage of people in each option,
and the middle and outermost ones by feature selection to determine the importance of
each factor comprehensively. In the Ranking View (Figure 2b), the top ten factors in terms of
importance are calculated using three feature selection algorithms. The factors in the same
bar chart are ranked according to their significance and mapped by different colors. When
users want to see how the ranking of a factor changes between different bars, they can
click on it and the change in ranking will be highlighted. Meanwhile, the “Feature Method
Selection” button provides the user with the ability to combine features for different feature
selection algorithms. The final combined ranking result is shown in Ranking View via
a Nightingale rose chart (Figure 2c), where the size of each sector indicates the level of
importance after the combined ranking and the importance level is mapped by colour. In
addition, users can click on the “Classification Forecasting Method” button and choose to
view the ROC curves of different classification algorithms (Figure 2e) to evaluate the best
prediction by comparison. In Figure 2f, the AUC scores for each classification method with
different feature selection algorithms and original factors are shown in a radar plot. For ease
of observation, we set the inner boundary of the radar plots to 0.5 and the outer boundary to
0.7 as a way of expanding the differences in the AUC values of the methods for comparison.
Finally, once the user has selected the feature synthesis method and classification prediction
algorithm they wish to adopt, they can click on the “Comprehensive Result Prediction”
button to predict the future academic publications of first-year students based on the
current survey data of second-year and third-year students. The prediction results will be
displayed in the Factor Comparison View (Figure 2d), where the user can select specific
numbers by clicking on the legend above for more detailed analysis of prediction.
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Figure 2. Visual analysis interface for graduate training exploration system. The Factor Comparison
View details data of the graduate training process based on the questionnaire (a) and shows the
predicted results of factors influencing the publication of first-grade graduate students (d). The
Ranking View shows the comparison of the ranking of the results derived from the three factor
selection methods (b) and the ranking results of the synthesis of the factor selection methods (c).
The Algorithm Analysis View shows the ROC curves for the five classifications based on different
factor selection methods (e). The Algorithm Comparison View compares the AUC values of the five
classification methods based on different factor selection methods (f).

4.2. Factor Selection and Classification
4.2.1. Feature Selection Algorithms

In order to better uncover the key factors influencing graduate training, classical
algorithms such as Lasso, Elastic Net, and Orthogonal Matching Pursuit are chosen to
select features for the questionnaire data, respectively. The following is a brief introduction
to these feature selection algorithms.

Least Absolute Shrinkage and Selection Operator (Lasso) [34] is a method for com-
pressing the estimated coefficients. It was proposed by statistician Tibshirani in 1996. The
basic idea is to construct the L1 penalty function, so that some coefficients with no signifi-
cant influence after compression are compressed to zero, thus realizing variable selection.
Specifically, under the constraint that the sum of the absolute values of the regression
coefficients (i.e., the L1 norm) is less than a constant, the sum of the squares of the residuals
is minimized, so that some regression coefficients strictly equal to 0 can be generated, which
can be explained.

Elastic Net (EN) [35] is based on Lasso to add the L2 norm as a regression model for
a priori regular term training. This combination allows for learning a model with only
a few parameters that are non-zero sparse, just like Lasso, but because the impact of the
penalty of L2 norm, it still maintains some regularity like Ridge regression (Hastie). Elastic
networks are useful when multiple features are related to another feature. Lasso tends to
choose one of them at random, while elastic networks prefer to choose two.

Orthogonal Matching Pursuit (OMP) is a classical reconstruction algorithm in signal
processing and compression sensing domain [36]. It decomposes the signal on the com-
plete dictionary library. The essence is also the optimization problem of the L1 norm. It
can effectively and quickly find the sparse solution and realize the selection of variables
and features.
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4.2.2. Classification Algorithms

In order to verify the validity and rationality of the feature selection results, and
improve the accuracy of our predictions, we then use a variety of machine learning methods
to train classifiers using the 11 features selected by Lasso and OMP methods and all of the
features of the original data, respectively. The classification prediction methods selected in
this paper cover four categories: decision tree, regression, neural network, and statistical
methods, including Support Vector Machines (SVM), Naive Bayes (NB), Logistic Regression
(LR), Random Forest (RF), and Multilayer Perceptron (MLP). These classification methods
are presented as follows:

Support Vector Machines (SVM) was first proposed by Cortes and Vapnik in 1995. It
shows many unique advantages in solving small sample, nonlinear and high-dimensional
pattern recognition, and can be applied to other machine learning problems, such as
function fitting [37] . It is based on the VC dimension theory of statistical learning theory
and the principle of structural risk minimization, based on the complexity of the model
information (i.e., the accuracy of learning for specific training samples ) and learning ability
(i.e., without error). Find the best compromise between the ability to identify any sample
in order to obtain the best promotion. Essentially, the SVM algorithm is a class classifier,
a hyperplane that separates different classes of samples in the sample space. This means
that, given a number of labelled training samples, the SVM algorithm outputs an optimally
separated hyperplane.

Naive Bayesian is a classification method based on Bayes’ theorem and feature condi-
tion independent hypothesis [38]. The basic idea is to solve the items to be classified under
the conditions of this occurrence. The probability, which is the largest, is considered to be
the category to which the item to be classified belongs.

Logistic Regression, although with regression label, logical regression is a classifi-
cation algorithm that fits the data to a logit function (or logistic function) to predict the
probability of an event occurring [39]. It starts with a linear regression with a continuous
value that has practical significance, but linear regression has no way to accurately and
robustly segment the problem of classification. Therefore, an algorithm such as logistic
regression is designed, and its output is characterized. The probability that a sample
belongs to a category.

Random Forest is a classifier that contains multiple decision trees. It is an important
integrated learning method based on Bagging, which can be used for classification and
regression. Bagging’s strategy is to select n samples from the sample set through resampling
(Bootstrap has put back repeated samples); train a weak classifier for these n samples (can
be ID3, C4.5, CART, SVM, LR). The method is repeated; the above two steps are repeated m
times to obtain m weak classifiers; the data are placed in the m classifiers, and the prediction
results of the data are determined according to the voting results of the m classifiers. The
random forest is an improvement based on Bagging. The corresponding strategy is to
select n samples from the sample set using Bootstrap sampling. Select k attributes from
all the attributes, and then use the information gain and Gini index method to find the
most. The good segmentation attribute establishes the CART decision tree (also SVM, LR,
etc.), where k controls the degree of randomness introduction, repeats the above process to
establish m classifiers, uses these trees to form random forests, and obtains predictions by
averaging results.

Multi-Layer Perceptron (MLP) is a feed forward artificial neural network model that
maps a set of input vectors to a set of output vectors [40]. It is an important artificial
neural network. The network consists of an input layer composed of sensing units, one
or more layers of computing nodes to form a hidden layer, and one layer of computing
nodes to form an output layer. The input signal propagates forward through the network
on a progressive basis, so it is called a multilayer perceptron. Each neuron model in a
multilayer perceptron network includes a nonlinear activation function. A common form of
application that satisfies nonlinear requirements is the sigmoid nonlinear function defined
by the logistic function.
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5. Evaluation

In this section, the final results of the questionnaire data are analysed in terms of
feature selection, classification and prediction. Then, suggestions are made for the three
groups of postgraduate students, supervisors and university administrators based on the
results of the analysis.

5.1. Selection Results

We used Lasso, Elastic Net, and OMP methods to filter out the top 10 factors of
influence on publication from the 19 factors in the data (except for paper publication),
respectively. In order to facilitate the next analysis and comparison, we adopted the
interval equivalence division to divide the results into A, B, C, D four grades for ranking
and mapped with different colors (A-red, B-green, C-orange and D-blue).

As shown in Figure 3a, the 10 factors selected by each of the three algorithms are not
identical. The ranking order of the factors selected by Lasso and Elastic Net is roughly the
same, with the only difference from the order of Tguidance5 and Sacademic4 (Figure 3b).
Both factors were ranked as D (mapping in blue) in the ranking process, so the difference in
ranking had little impact on the final composition. Therefore, we focused on the analysis of
Lasso and OMP results. The order of the factors filtered by Lasso and OMP differed more
markedly. With the exception of factors Tguidance4 and Sbasic7, which do not change
in ranking, all other factors increased (e.g., Tguidance7) or decreased (e.g., Tguidance3)
(Figure 3c). In addition, Tbasic3 in OMP and Tbasic1 in Lasso are not reflected in the results
selected by the other algorithm, respectively, which is the main difference between the two
algorithms’ filtering results.

Figure 3. A presentation of the ranking results in three factor selection methods, i.e., Lasso, EN,
and OMP (a). When the factor that users are interested in is selceted, the other factors’ colour will
be lightened to highlight the selected one. (b) shows the comparison of changes in factors ranking
(Tguidance5 and Sbasic4) between Lasso and EN, which presents a small change in ranking. While,
(c) shows the large changes in factors ranking (Tguidance3 and Tguidance7) between Lasso and OMP.

In order to combine the results of the two feature selection methods, the attribute set
is added to the same degree, that is, in the Lasso and OMP, the attributes of A, B, C, and D
grades are assigned 8, 6, 4, and 2 scores (0 points are not selected for filtering), and then the
average value is obtained. For example, Tguidance3 has a score of 4 in Lasso, a score of
2 in OMP, and the final score of Tguidance3 is 3 on the average of 2 and 4. The weighted
scores are then used to re-rank the importance of the factors. Thus, we obtain the following
division [1, 2.75]-D, [2.75, 5.5]-C, [5.5, 6.25]-B and [6.25, 8]-A.
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As can be seen from Figure 4, 11 relatively important factors were finally selected
from the set of 19 factors, namely “Supervisor’s requirements for paper publication”, “Par-
ticipation of supervisor’s projects”, “Plan after graduation”, “Participation of academic
competition”, “Recent graduates“, ”Frequency of academic discussion“, ”Supervisor’s
disadvantages“, ”Communication way“, ”Participation of academic training“, ”Number
of students for each supervisor“ and ”Supervisor’s guiding way“. As there is no B-level
factor, the A-level factor ”Supervisor’s requirements for paper publication“ plays a decisive
role in whether the graduates can publish or not. For postgraduates intending to publish,
they should select a supervisor who has a strong requirement for their papers. Four of the
eight C-level factors are related to the students themselves, i.e., ”Plan after graduation“,
”Participation of academic competition“, ”Recent graduates“ and ”Participation of academic
training“, which shows that the higher the level of participation in academic competitions,
lectures and professional academic training, the higher the likelihood of scientific pub-
lication. The remaining four relate to supervisor guidance, which are ”Participation of
supervisor’s projects“, ”Frequency of academic discussion“, ”Supervisor’s disadvantages“,
and ”Communication way“, which reveal that the more frequently a graduate student
is involved in supervisor’s projects or academic discussions, the more likely he publish
papers. Finally, there are two factors at D-level, both related to supervisor guidance, i.e.,
”Number of students for each supervisor“ and ”Supervisor’s guiding way“. This can be
used to advise universities about graduate admissions without focusing too much on
gender or whether they are their own undergraduates.

Figure 4. Ranking results from the synthesis of two factor selection methods (Lasso and OMP).

As a result, it is important for graduates to participate as much as possible in their
supervisor’ projects and academic activities to fully exercise their skills. At the same time,
the problems existing in the supervisor’s guidance, i.e., the excessive number of graduate
students, the supervisor is too busy, the requirements are too high, and the problems in
communication, etc., still have a greater impact on paper publication, which needs to be
receive more attention by both supervisors and graduates.
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5.2. Classification and Prediction
5.2.1. ROC Curve and AUC Value

We use the ROC curve and AUC value to further prove the rationality of our feature
selection results, and find the prediction model that best fits our data structure in the
comparison of various model effects.

The ROC (Receiver Operating Characteristic) curve is a curve drawn on a two-
dimensional plane. The abscissa is the false positive rate (FPR) and the ordinate is the true
positive rate (TPR). The ROC curve shows the trade-off between TPR and FPR. As a base-
line, a random classifier is expected to give points lying along the diagonal (FPR = TPR).
Classifiers that give curves closer to the top-left corner indicate a better performance.

Figure 5 shows the ROC curve results of five classification models based on 11 char-
acteristics selected by Lasso and OMP as well as all the features of the original data,
respectively. We can intuitively obtain two conclusions. Firstly, the performance of the ROC
curve of the data through the feature selection is significantly improved than the one of
the original data, which proves the rationality and validity of our feature selection results.
Secondly, the classification performance of SVM is better than other models, which means
that we could choose SVM to be the predictive model for the following research on the
possibilities of paper publication by the first-year students.

Figure 5. ROC curve for five classification methods.

Except for the intuitive observation of using SVM as the predictive model from the
performance of the ROC curve, we also use the AUC value as another criterion for judging
the quality of the models. AUC (Area Under Curve) is a standard used to measure the
quality of a classification model. The AUC value is the area covered by the ROC curve.
The larger the AUC, the better the model’s classification effect. AUC = 1 is a perfect
classifier. When using this predictive model, a perfect prediction can be made no matter
what threshold is set. However, in most cases of prediction, there is no perfect classifier.
When the AUC value is between 0.5 and 1, the prediction result is better than the random
guess, and the classifier may have the value when the threshold is properly set.

Figure 6 shows the AUC values of our models as the criterion for classification accuracy.
It can be seen that the original data have the smallest AUC value, which further verifies the
effectiveness of our method for feature selection. In addition, from the AUC values of the
five classification methods, SVM performs significantly better than others when classifying
the features selected by Lasso and OMP. This indicates the same conclusion that it is more
appropriate to choose the SVM model when predicting.
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Figure 6. AUC values for five classification algorithms. (a) shows the composite comparison and
(b–d) show the specific AUC values for the different methods, i.e., original, Lasso, OMP.

5.2.2. Prediction Results

Combining the above feature selection results with the classification results, we se-
lected the SVM algorithm with the highest accuracy to predict whether first-year graduates
would be able to publish papers by integrating the 11 features selected from the results
of Lasso, Elastic Net and OMP. In the meantime, considering the aim of this study is to
explore the factors influencing the academic situation of graduates and to use publication
as a measure, it is more practical to focus on the group of graduates who are more likely to
publish papers, i.e., first-year graduates whose plan after graduation is to obtain a PhD.
Thus, we conduct a comparative analysis of the specific factors that predict whether or not
a paper will be published for these graduates. If not, the reasons why they are unable to
publish are analyzed and suggestions are proposed for them. The results are shown in
Figure 2d. To further discuss the predictive effect, we select one typical factor in each of A,
C and D grades for detailed analysis.

Supervisor’s requirements for paper publication (Tguidance4). As shown in
Figure 7a, all of the graduate students who can publish papers are more or less required for
paper publication from their supervisors, and 91% of whom have supervisor’s guidance as
well, whereas 25% of the graduates who cannot publish papers have no requirements from
their supervisors. Thus, it can be concluded that the lack of requirements of supervisors is
the key reason why these graduates cannot publish papers.

Participation of supervisor’s projects (Tguidance3). As shown in Figure 7b, the
majority of graduate students who are able to publish papers involved in their supervisor’s
projects, with only 18% not involved. In contrast, 75% of those who are unable to publish do
not participate in their supervisor’s projects, and the remaining 25% take part in only one
of their supervisor’s projects. This shows that deep participation in supervisor’s research
projects can effectively improve the academic ability of graduates.

Frequency of academic discussion (Tguidance5). As shown in Figure 7c, 77% of
graduate students who are capable of publishing papers have discussions with their
supervisors as frequently as once a week. Nevertheless, as many as 50% of those who are
unable to publish have discussions with their supervisors less frequently than once a week,
and 20% of them do not talk to their supervisors at all. This suggests that a high frequency
of communication and discussion can be of great help in promoting the research progress
of graduates.

Figure 7. Predicted results of whether first-year graduate students will be able to publish papers.
(a–c) show the results for typical factors in grades A, C and D, respectively, i.e., Supervisor’s requirements
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for paper publication (Tguidance4), Participation of supervisor’s projects (Tguidance3) and Frequency
of academic discussion (Tguidance5).

In summary, there are some specific suggestions for the first-year graduates. Firstly,
choose a face-to-face interaction with your supervisor and be brave enough to ask questions
as frequently as possible. Next, actively participate in your supervisor’s projects, not
too much, but in a way that allows you to fully exercise yourself and gain academic
knowledge. Finally, take part in academic training and lectures; although there is not a
strong positive correlation between this and publication, the more times the better in terms
of the prediction results.

5.3. Advice for Graduates, Supervisors, and University Administrators

Combining the above analysis, we can make the following suggestions to the three
groups of graduate students, supervisors, and university administrators.

5.3.1. For Graduate Students

It is important to face up to the academic participation. The supervisor and your
original situations are not the primary factors affecting the publication of papers, and you
should actively participate in academic research.

From graduates basic information: A plan after graduation is important for the
development of graduates’ academic skills, and it is more likely to publish papers for
those who intend to pursue their studies for a PhD. Furthermore, as a student’s level of
participation in a disciplinary competition increases, it is more possible that the student
will publish the paper. This seems to be contrary to the conventional wisdom that writing
a paper takes a lot of time and energy, and so does competition. There are fewer people
who do both, but this research shows that participating in discipline competitions can also
promote the writing and publication of a paper to some extent. Participating in high-level
competitions can help graduate students obtain good training in teamwork, document
writing, practical ability, logical analysis, and other aspects. In addition, participation in
academic training and lectures plays an important role in publishing as well. Academic
training is a great way to become focused and in-depth cultivation about a certain category
in a short period of time, which can strengthen learning from class to practice.

From the interaction between graduates and their supervisors: Firstly, be as proac-
tive as possible in contacting your supervisors and getting involved in their projects or
academic research. A deeper understanding of subject knowledge and an improvement in
academic skills will be obtained in practice. Secondly, the results of the feature selection
suggest that a single supervisor is beneficial for publication, since a single supervisor
knows his graduate students more specifically and can arrange them in relation to their
own circumstances better. Therefore, it is recommended that graduates who wish to pursue
further study choose a single supervisor, and actively communicate with their supervisors.

5.3.2. For Supervisors

It is suggested that the supervisors give students more opportunities to participate
in research projects and provide more guidance to students on their papers to develop
their academic skills. The supervisor’s requirements for graduates to publish papers also
play a role in influencing graduates’ academic research to a certain extent. Moreover, it
is necessary to focus on the communication situation with graduates and hold regular
laboratory meetings.

5.3.3. For University Administrators

Advice on admissions: Do not pay too much attention to gender and whether a
student is an undergraduate at this university, which has little relevance to academic ability
promotion. Instead, appropriate consideration can be given to whether or not the student
is a recent graduate. In general, recent graduates find it easier to adapt to graduate life.
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Advice on organizing activities: It is recommended that more academic training
and more disciplinary competitions be organized to give graduates the opportunity to
undertake academic training and to exercise their practical skills. In addition, more projects
for supervisors should strive to give students more opportunity to practice their profes-
sional knowledge.

6. Conclusions and Future Work

Graduate education is a form of education in which students continue to pursue further
study after an undergraduate degree. It belongs to the highest stage of higher education.
The cultivation and improvement of graduate students’ academic ability is a systematic
project, which needs the joint efforts of graduate students, supervisors, colleges, and
universities. This paper analyzes the basic attributes of graduate students and utilizes the
data mining method to determine the relationship between the research results of students
and these attributes, based on which the future publications and development can be
predicted.The experimental results show that the classification results after feature selection
are better than the raw data without processing, which indicates that the data mining
methods can effectively find out the main factors affecting the cultivation of graduate
academic ability.

There are still some limitations in our work, such as the selected range of samples
being small. In addition, due to the randomness of the model itself, it also brings some
errors, which will affect the final results. However, we firmly believe that our research has
revealed some of the existing problems in higher education and can also provide feasible
policy advice for graduate education. In the future work, we hope that the sample selection
can be expanded more comprehensive, so as to avoid the inadequacy and make the research
results more adequate.
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