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Abstract: The functional verification process is one of the most expensive steps in integrated circuit
manufacturing. Functional coverage is the most important metric in the entire verification process.
By running multiple simulations, different situations of DUT functionality can be encountered, and
in this way, functional coverage fulfillment can be improved. However, in many cases it is difficult to
reach specific functional situations because it is not easy to correlate the required input stimuli with
the expected behavior of the digital design. Therefore, both industry and academia seek solutions to
automate the generation of stimuli to reach all the functionalities of interest with less human effort
and in less time. In this paper, several approaches inspired by genetic algorithms were developed
and tested using three different designs. In all situations, the percentage of stimulus sets generated
using well-performing genetic algorithms approaches was higher than the values that resulted when
random simulations were employed. In addition, in most cases the genetic algorithm approach
reached a higher coverage value per test compared to the random simulation outcome. The results
confirmed that in many cases genetic algorithms can outperform constrained random generation of
stimuli, that is employed in the classical way of doing verification, considering coverage fulfillment
level per verification test.

Keywords: genetic algorithms; functional coverage; automation; artificial intelligence; hardware verification

1. Introduction
1.1. The Opportunity of the Present Research

Our society is highly influenced by the trend of digitalization. A continuously in-
creasing number of industry branches are turning their attention to automating their
manufacturing process to use robots and automated production lines to strictly monitor the
entire production flow and to centralize and digitize business-related data. The same trend
influences domestic consumers as well, as they are able to acquire many electronic devices
that increase their comfort and ease their daily activities. Furthermore, advances in elec-
tronics cause people to frequently change their electronic gadgets in order to benefit from
the latest discoveries materializing in new devices. Therefore, manufacturing of electronic
devices is highly requested in our society by a wide range of consumers. Consequently,
there are many companies which work in different stages of electronics production, and
any improvement in the manufacturing flow of these devices can have an important impact
over the entire society.

1.2. The Steps in Manufacturing of Integrated Circuits

Most electronic devices are controlled by an integrated circuit (IC), which vary in
complexity from the simple ones embedded, for example, into a bicycle safety light to the
very complex ones found, for example, in smartphones; these are known as System-on-
Chip [1] which either can (in the case of, e.g., microprocessors) or cannot (e.g., Application-
Specific Integrated Circuits, or ASICs) be programmed by the user.
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Development of an ASIC can last from about a year to several years; in semiconduc-
tor factory, the minimum time for manufacturing is about six months. In addition, this
process involves tens of persons and, in most cases, several companies. Considering this
information, every improvement which might be represented by, for example, automating
a step in the logical design or the manufacturing process can save important resources
and permit reduction of the time-to-market period of the developed product. In order to
provide the reader with a short overview of the manufacturing flow of ICs as well as to
introduce the role of functional verification in this process, the principal manufacturing
steps of ASICs are enumerated below; see also Figure 1. The blue color indicates relation to
the design stage and the green color relation to the foundry stage, which is not in the focus
of this paper.

Figure 1. Steps in the manufacturing flow of an integrated circuit.

As observed in Figure 1, manufacturing of ASICs consists of two main parts: de-
sign flow (which implies several types of simulations performed involving the design in
question) and physical realization of the product (which implies manufacturing of the
integrated circuit in the semiconductor factory). The IC design stage can be divided into
two parts, front-end and back-end. Front-end design focuses on implementing the func-
tional characteristics of the design according to its specifications, while back-end focuses
on the steps required for building a physical implementation of the digital version of
the design such as floor planning, placement of logic cells to design a routable chip that
meets timing and other constraints, and routing [2]. In this step, multiple aspects such as
timing analysis, design rule checks, electromagnetic compatibility (EMC), thermal analysis
and other checks are considered. The functional characteristics of the ASICs are mainly
implemented in the front-end stage, which implies as principal steps the creation of system
specifications, development of Register Transfer Logic (RTL) design, implementation of
functional verification, and synthesis and pre-layout verification.

The behavior of a digital design is commonly assessed through conceptual valida-
tion of using a physical set-up, e.g., validation with a Field Programmable Gate Array
(FPGA) [3].

1.3. Functional Verification: Implementation and Challenges

Functional verification, the application of which is automated in the present work,
is one of the most time consuming steps in the manufacturing process of integrated cir-
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cuits [4]. This process consists in checking the design functionality (which is implemented
through a Hardware Description Language, or HDL) against the specification of the system.
Functional verification is implemented in the industry by applying the concepts found in
the verification methodologies.

According to [5], there are three types of verification methodologies: dynamic func-
tional verification (the most widespread method), hybrid functional verification and static
functional verification. In the current work, dynamic functional verification is used in light
of the Universal Verification Methodology (UVM). This methodology, widely employed
by verification engineers from all around the world [6–8], was developed by the Universal
Verification Methodology Working Group launched by the Accellera organization. This
methodology contains guidelines to create a testbench which can be used for functional
verification and embeds the experience of the three major players in the IC Verification
Industry, which have created tools to support this methodology: Mentor (now acquired by
Siemens), Cadence, and Synopsis.

The functional verification process is conducted using metrics, which are the elements
that allow verification engineers to measure the progress of verification. By far the most
important metric is coverage. Coverage can be performed over a large number of elements
which indicate whether the Design Under Test (DUT) contains bugs. The most important
coverage metric is functional coverage. Functional coverage is one aspect of the overall
coverage analysis process, and contains predefined presumptions and their corresponding
expected outcome [9]. In short, functional coverage has in focus all possible cases that
might occur when using a circuit. Verification engineers can be confident that a DUT is
problem-free if all situations of operation for the respective design are simulated without
any errors appearing. Because the currently developed DUTs have many input and output
ports, it is not feasible to generate all combinations of input values which could be driven
to a DUT [10,11]. Moreover, arranging the same stimuli into different sequences can
often bring DUTs into different states. Therefore, generating all combinations between a
DUT’s inputs does not assure that the design entered all possible operating states. On the
contrary, there will be plenty of DUT functionalities that remain uncovered. Fortunately,
generating all combinations of stimuli is not needed in order to perform a thorough DUT
verification. The number of DUT functionalities is considerably lower than the number
of stimuli combinations that the design can read. Coverage elements, which are special
data structures supported by UVM methodology, are in charge of registering each different
situation met during DUT simulation. Because the DUTs are very complex, combinations
between multiple coverage elements are frequently used to describe an operating state
of design.

However, it is not easy to bring the DUT into all its possible operating states. For each
situation of functionality the DUT needs to be supplied with specific sequences of input
values. The more complex the digital design, the more complicated these sequences of
stimuli must be. This problem is currently solved by verification engineers using four steps:

1. The functionality of the DUT is split into sub-functionalities; this happens even from
the creation of the verification plan at the beginning of the verification process.

2. By analyzing each functionality, the verification engineers understand which inputs
of the design contribute to the activation of that functionality. Given the functional
specifications, the engineers search for the proper numerical ranges which must fit
the values of each input in order to generate appropriate stimuli for achieving the
functionality in focus. The numerical ranges found for each input must be inside the
legal range according to the functional specification.

3. By applying the constraints found in Step 2, the DUT is supplied with random values
through each input relevant for the functionality in focus. By running an appropriate
number of simulations, the coverage value related to the design functionality in focus
should be as close by 100% as possible. However, in some complex situations this
score can be considerably lower.
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4. The verification engineers analyze any coverage holes and aim to create specific
cases using directed tests to hit each DUT operating situation which was not met in
previously-performed simulations. This step represents tedious work and can take
a long time. The effort needed for building sequences of input values is consistent
because the dataflow required to achieve specific or corner-case DUT functionalities
can embed many steps. In addition, this activity requires good knowledge of the
design functionality and solid experience in functional verification activities.

In the normal flow of verification activities, the important steps of which are summa-
rized above, two problems can be observed:

i. The large amount of time needed to perform several random simulations to achieve a
value of coverage as high as possible with low human effort.

ii. The substantial effort needed to choose the exact values (or small interval of values)
for input stimuli to create directed tests that aim to reach the coverage holes existing
after the performance of random simulations.

Given these two problems, the functional verification process could be significantly
eased if an automatic mechanism for generating the input values needed to activate the
desired design functionalities were created. The present paper aims to solve this problem,
being part of several initiatives developed worldwide which focus on automating the
verification process. However, to the best of the authors’ knowledge, until now there has
not been a universal solution found that could fully automate the process of finding the
correlation between the input stimuli of a DUT and the coverage elements that characterize
the DUT’s functionalities. Another aim of the current work is to acquire shorter simulations
without loss of verification quality. With this achievement, it will be possible to more
quickly verify the entire set of DUT functionalities without significant time loss. This action
is required each time the DUT is modified due to a change request. Before presenting the
current progress in this topic by consulting the literature, it must be mentioned that an
appropriate candidate for realizing the correlation–causality effect (in this situation, the
causality is represented by the values driven to the DUT inputs and the effect is represented
by the fulfillment of coverage for elements in focus) is artificial intelligence. Running
multiple simulations and grading the input stimuli based on the coverage level achieved,
the input sequences can be modified to better activate a desired functionality of the DUT
or to cover all DUT functionalities related to different aspects of design operation. In the
current work, the authors propose to automatically modify the initial set of constrained
randomly generated sequences until all DUT functionalities in focus are reached. This
purpose is achieved using the evolutionary process provided by genetic algorithms. In
reading the relevant literature, the authors found that many studies concluded that genetic
algorithm-based approaches are the best way of generating sequences of inputs able to
reach the desired levels of coverage.

The paper is organized as follows: Section 2 provides information about related
approaches of functional coverage fulfillment automation using artificial intelligence tech-
niques, and the main differences between existing studies and the current research are
discussed. Section 3 introduces DUTs, verification environments, and the testbench used
to validate the approaches currently developed, gives some basic information about the
genetic algorithms, and presents the general implementation of the workflow used to
automate coverage fulfillment. Section 4 presents the results obtained in each of the three
use-cases introduced in current paper. Section 5 discusses the obtained results and em-
phasizes the key attributes which influenced the performance of the proposed approaches.
Finally, Section 6 concludes the paper and introduces a possible direction of future research
on this topic.

2. Literature Review

All major industry players and many academic institutions are looking for automated
mechanisms of coverage fulfillment, which can shorten the time spent by verification
engineers aiming to cover different functional corner-cases. One of the emerging directions
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is the automation of the verification process using artificial intelligence techniques. Thus,
presents a large number of approaches where the application of functional verification
is boosted by transferring a part of the human work to different algorithms running on
computers [12]. It can be observed that many parts of the verification process can be
automated, such as generation of tests to be used in simulations, generation of components
of the verification environments, coverage collection, bug detection, modelling of analog
design behavior, and assertions generation. Related to the smart generation of necessary
values to be driven at the DUT inputs to reach all operating states of the design [13],
collected and summarized many approaches tested on industrial DUTs which demonstrated
that the loop between coverage collection and stimuli generation can be successfully closed.
The variety of these methods (which can be based on probabilistic methods, data mining,
inductive logic programming, etc.) shows that achieving a high functional coverage value
related to DUT functionalities in a shorter time represents an important target that justifies
extended research activity. Research in [14] shows that between all proposed methods,
the application of genetic algorithms is the most lucrative way of influencing stimuli
generation to reach a higher coverage value. This conclusion is a driver of the current study,
which employs genetic algorithms for reaching the functional coverage fulfillment in a
shorter time.

Two relevant papers which aim to increase functional coverage using Genetic Algo-
rithms (GA) are [15] and [16]. In the first-mentioned work, individuals are represented
by a set of stimuli generation constraints. By creating multiple generations of individuals
and combining the best-performing ones, the aim of this work is to reach a high level of
functional coverage. Compared to [15], the current work focuses on generating the values
which will be transmitted to the DUT inputs, rather than generating the constraints which
should be applied at random generation process. In this way, the current work reduces
the randomness effect in the evolution of individuals, aiming to more quickly reach the
coverage target. Furthermore, in [15] the genetic algorithm-based approach was imple-
mented in C++. The current work proposes a modern implementation of genetic algorithms
using Python language [17], which is supported by a wide range of platforms and which is
commonly used in implementation of projects based on artificial intelligence [16]. Another
difference between [15] and the current study is that the approaches used in that study
were developed in work authored by Samarah et al. and tested over designs modeled in
SystemC. In contrast, the currently developed approaches were tested over designs mod-
eled in Verilog which are ready to be synthesized. The benefit of the currently presented
approach is that additional efforts for developing a SystemC validation environment can be
avoided, if applicable, for the project which benefits from this means of automation. In [18],
the individuals consist of sequences of 100 values. They are created and evaluated consid-
ering two types of functional coverage items related to differential pulse-code modulation
(DPCM). The best-performing sequences of stimuli in terms of coverage fulfillment are
further driven to the inputs of both the DUT and its reference model. The target of individ-
uals is to make DUT outputs reach a value higher than 50 or a value lower than −50 for a
predefined number of times. GA succeeded in generating a proper set of data for ensuring
the coverage fulfillment. Similar to [15], in the current work only a DUT input is driven
with data generated using genetic algorithms. However, in the case of the present paper
most individuals contain only 20 values, their size being considerably smaller compared
to the individuals developed in [18], which contained 100 values. Despite this difference,
the approaches currently developed reached the maximum coverage score several times.
This paper [19] can be considered a continuation of the work in [18]. One of the targets
of the mentioned work was to reach the same functional coverage items many times. To
reach this aim, multiple stimuli generation methods were tried, such as roulette-wheel and
tournament. Following their, in the current work various approaches based on genetic
algorithms were created and fine-tuned. An important difference between [19] and the
current work is that in [19] each individual consisted of values needed by multiple inputs
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of the DUT. In all three examples analyzed in the current work, the individuals are used to
build sequences of values to be driven at the same input of the DUT.

Several studies have aimed to accelerate functional coverage fulfillment without
using genetic algorithms. For example, in [20], supervised learning was used for training
models able to realize a correlation between DUT input stimuli and each coverage element
(called “coverage bin”). After running many simulations and extracting information from
generated reports, the author succeeded in reaching the coverage target by parsing all
coverage elements and generating, for each of them, the required stimuli to bring the DUT
to the desired state. In the current work, by using the genetic algorithms, the learning
phase necessary in the supervised learning approach could be skipped, thus shortening the
time required for the verification process. However, in the present work, as in [20], in order
to increase the efficiency of the training process the coverage elements are implemented in
Python, not in SystemVerilog.

The general approach based on genetic algorithms developed in this work is similar to
the one proposed by Subedha et al. [21]. The most important differences are the proposed
data and scenarios, as well as the parameter adjustments. In [21], the coverage elements
focus on the functionality of the software systems; however, in the current work the
verification of hardware designs has be automated. However, as both systems consist
in defining a logical order of operations to achieve a well-described functionality, the
developed approaches share many common points.

Using genetic algorithms, the current work aims to build high-performance verifica-
tion tests which can obtain a high coverage value for the DUT functionality in focus using
a limited number of stimuli. In addition, the we aimed to create multiple best performing
sets of stimuli for each coverage target. By running them, they uncovered hidden prob-
lems more quickly, usually correlated with functionality corner-cases of design. In this
work, the we demonstrate the efficiency of genetic algorithm approaches over constrained
random verification, considering the above-mentioned aspects. The originality and the
novelty of the article consist in the development of different implementations of genetic
algorithms. The various methods of generation of children based on their parents within
genetic algorithm approaches, the construction of following generations inheriting mem-
bers from previous generations, and the examples used for validating the efficiency of the
methods proposed in the current work represent original ideas that are further described
in this paper.

3. Materials and Methods
3.1. Employed DUTs and Coverage Targets

To assess the approaches developed under the current research, the team used three
testbenches consisting of one DUT and its corresponding Verification Environment (VE).

The first design implements an Arithmetic Logic Unit (ALU) which can perform the
four basic mathematical operations. It is used as an accumulator; in addition to the first
operation, its first operand always copies the result of the previous operation. During
simulations, the design receives the following data: the first value of the first operand,
20 values of the second operand (in each simulation, 20 operations are performed), and
20 operation codes (one code is assigned to each of the four basic operations). At each
operation, the ALU outputs the result of the operation (when calculation trigger arrives)
and an error bit for overflow and underflow situations. In experiments performed during
this study, both the operands and the result were 8 bits wide, as shown in Figure 2.
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Figure 2. The representation of a DUT representing the Arithmetic Logic Unit and of an example of
the data that the ALU receives during a simulation.

In Figure 2, all data contained by an individual are represented. The first operand
input receives the initial value from the individual, and the other values are received from
the output of the DUT. The second operand input receives all 20 values from the individual.
The operator receives the codes of the operations to be performed (2 bits are enough to
represent the four basic mathematical operations).

The range of values at the output of DUT is split into 10, 15 or 20 intervals. The target
of the implemented automation process consists of stimuli generation to obtain at least one
result in each of these intervals during the 20 operations performed.

The second design represents a smart lamp controller that can turn off a light bulb or
light a bulb at three different intensities: low light intensity, medium intensity and high
intensity. In [22], a device similar to the one verified in this paper is presented. These
intensities are controlled by a sensor or by receiving commands from a button. The readings
from the sensor are 8 bits wide, meaning 256 different outcome values. The target is to
monitor the values coming from the sensor and, similarly to the previous DUT, to count
the number of intervals in the available range of values for which at least a sensor value
was generated. Similarly with the previously described situation, in each test, 20 data
transactions were performed.

The third design implements an Ambiental controller receiving values from three
sensors: luminosity, humidity, and temperature. Such an electronic device finds its place
in any smart house [23]. Each sample from the input luminosity signal is 10 bits wide
(the maximum accepted value is 1024), although the outcome values of the controller are
limited to the 0–900 range. Ambiental controller operation can be enabled or disabled by
pressing a latching button. The coverage target consists in generating at least one value
inside all defined ranges of the luminosity signal. To achieve this, a sequence that emulates
a sensor performing 20 transmissions is employed. The second coverage target is to cover
all defined ranges of the luminosity signal only when module operation is enabled.

3.2. Verification Environments

The Verification Environments (VE) followed the Universal Verification Methodology
(UVM) [24] and were written in SystemVerilog language [25]. The verification environment
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for DUT, consisting of an accumulator, does not inherit components from UVM, although
it is designed using UVM concepts. The verification environments built for the smart lamp
controller and Ambiental light controller inherit components from the UVM library. As
represented in Figure 3, stimuli generated in Python by genetic algorithms are written
in text files. These files are read by sequences from the verification environment during
verification tests. In addition, the tests run with ModelSim simulator [26] are started from
the Python environment. The software script can configure the verification environment
using parameters. The parameters are defined in VE top file and are propagated to any
components using them. Finally, the results of simulations are extracted from simulation
logs and are read by Python programs which will use them to generate the stimuli for the
next generations.

Figure 3. The information processing flow used in the current work.

A similar system of information transfer between Python program and verification
environment can be consulted in [27].

3.3. Description of General Approach (Entire Environment)

The implementation of the genetic algorithms was carried out in Python, the simula-
tion testbench was written in SystemVerilog, and the DUT was written in Verilog language.

The monitors contained by verification agents collect signal values from interfaces
and send them to coverage collectors to be registered. Additionally, certain values are
collected directly from scoreboards to check coverage fulfillment for the functionalities of
different DUTs. The value of coverage in focus is printed out at the end of each ModelSim
simulation. After the end of each simulation, the Python environment reads the simulation
report and extracts the coverage value. Thus, a correlation between input stimuli and their
outcome is obtained.
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3.4. Operation of Genetic Algorithms

Use of genetic algorithms is considered one of the best practices for speeding up
functional coverage fulfillment [13]. Two key attributes of these algorithms are that they
“ensure global optimization and have a high degree of parallelism” [14].

Using genetic algorithms, multiple stimulus sets are combined in a close-to-optimal
way. If two stimuli sequences provide a good coverage value, it can be considered that a
combination between them will be beneficial as well. Therefore, when combining these
lists of stimuli in different ways, other datasets are generated which have the potential
to improve the coverage fulfillment level. As genetic algorithms provide approximated
solutions close to the optimal one, more than one set of stimuli can be obtained as potential
results for a desired coverage.

Genetic algorithms begin with the generation of a random population of stimuli. A
population consists of individuals. Each individual contains a sequence of stimuli which
will be further driven to the DUT using the verification components usually employed
according to the UVM methodology (sequence, sequencer, and driver). In Figure 4, the
representation of an individual which contains values 8 bits wide can be seen. These values
are transmitted to the DUT input called the “first operand”. In some implementations,
multiple groups of individuals are generated for the same verification environment. Data
from each group are transmitted through a specific interface signal to the DUT.

Figure 4. The representation of an individual containing 20 values of data items, each 8 bits wide.

There are two main operators which are used in most implementations of genetic
algorithms in the industry, namely, crossover and mutation [28,29].

Crossover operators combine two individuals by breaking them into two parts at a
random position and switching their second part, as represented in Figure 5.

Figure 5. Crossover process representation.

The initial individuals are called parents, and the individuals resulting from combina-
tions of parents are called children [30]. The crossover process is mathematically described
for the first child using (1). The first child takes the genes of parent 1 until the breaking
point and the genes of parent 2 found after the breaking point. For the second child, the
complementary behavior can be easily deduced.

child1[i] =
{

parent1 [i], i f i ≤ random_number
parent2[i], i f i > random_number

, i ∈ [1, 2] (1)

where random_number is a randomly generated value in the range of the number of
bits/elements of the stimuli list. The random_number represents the crossing point (the
dashed line in Figure 5). In this way, if two parents obtained good performance in terms
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of functional coverage fulfillment, the children embedding the “best part” of each parent
could give even better results. Furthermore, two parents who initially were not valuable in
terms of coverage fulfillment could generate high-performing children by creating other
combinations of input stimuli. If more breaking points are employed, the same parents can
generate more than two children.

The mutation operator is applied by changing a few of their values (randomly selected);
in the current implementation, one or two values were altered inside the structure of
children. This helps the algorithm to avoid local maxima, represented by high coverage
values the population converges to which are not the best overall score. The effect of the
mutation operator is represented in Figure 6.

Figure 6. Mutation operator representation.

In Figure 6, the element with value 4 and index 8 was mutated. In this way, a fresh
offspring appeared in the available population of individuals. Considering the information
above, the number of children can exceed the number of parents. Therefore, after creating
all of the desired children, a selection process is applied, as can be observed in (2). Therefore,
only the best individuals are retained in the selected population to participate in the genetic
operations (cross-over and mutation).

SP =
{

x[i] : x[i] ∈ IP, ∀ i < npop
}

(2)

where SP represents the selected population (whose elements will perform cross-over
process), IP represents the initial population generated in the previous iteration (which
now has elements arranged in descending order), and npop represents the basic number of a
population. First, each child is evaluated individually during a ModelSim simulation and
the obtained value of coverage in focus is correlated with the individual which generated it.
Secondly, a few of the best performing parents (which thus survive in the next generation;
in the current situation, 20% of parents survived) and all obtained children are ordered
in descending order considering their coverage value. In the end, a limited number of
individuals (which can be equal to the number of parents from the previous generation)
become the parents in the new generation, as shown in (2). In this way, it is expected
that the population evolves from one generation to another, and that in the end the best
individuals will obtain the maximum possible coverage value.

3.5. Description of Developed Programming Ecosystem Based on Genetic Algorithms

Development of all functions entitled to implement the genetic algorithm focuses on
creating a programming ecosystem that can deliver good results as quickly as possible.
In the first instance, the coverage targets are stated using different parameters. The most
important parameters used in the current work are the number of intervals in a signal
value range that should be hit, the number of generated transfers, the width of signals to be
covered, the number of generations (or iterations), the number of parents in each generation,
and the number (percentage) of individuals that converge to the desired outcome.

The steps in the application of genetic algorithms in the current work are depicted in
Algorithm 1.
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Algorithm 1 Genetic Algorithm

1 Initialize population with random values in accepted range
2 Initialize algorithms parameters:
3 n_iter number of iterations

4 no_of_operations
number of operations which are executed before coverage is
collected

5 r_mut mutation probability
6 width width of operators
8
9

n_bits
pop

no_of_operations * width
population existing into a generation

10 n_pop number of individuals in a population

11 r_cross
crossover rate (20% of best genes are directly copied as future
parents

12 no_of_coverage_intervals number of coverage intervals for result value
13 best_eval score for the best evaluated individual, initially 0
14 Initialize pop with random generated individuals
15 repeat n_iter times
16 Evaluate each individual using OBJECTIVE→ array named scores is obtained
17 for i in [1 .. n_pop]
18 if scores[i]> = best_eval
19 best_eval = scores[i]

20
insert individual in sorted array named
best

21 select best n_pop/2 performing individuals from scores→ array named selected
22 sort selected array in descending order based on the evaluation score
23 for i in [1 .. len(selected)]
24 p1, p2 = selected[i], selected[I + 1]
25 if (i<1-r_cross)g*n_pop
26 children.append(p1)
27 apply crossover operator between p1, p2→the children c1, c2 are obtained
28 if (random < r_mut)
29 apply mutation on c1 or c2
30 children.append(c1,c2)
31 pop = children
32 return best

The general description of the objective function, which represents the fitness function
in the current approach, is found in Algorithm 2:

Algorithm 2: Objective

1 Input:
2 x Individual representation as an array

3 width
the width (measured in bits) for each
gene in individual

4 path_to_sim
Path to folder where the simulator
is located

5 no_of_coverage_intervals
Number of desired coverage
intervals in which the values of data
of interest is split

6 Output: the coverage value for x

7
Using x data, generate a stimuli file in which the values of interest (i.e., luminosity values)
are prepared to be used in the next step: simulation

8 Using input parameters, call a subprocess that simulates the DUT behavior in ModelSim
Extract coverage values from calling the simulation report

10 return coverage value

For better understanding, the steps for applying the genetic algorithms seen in Al-
gorithm 1 are further explained here. First, the initial population is randomly generated,
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containing a fixed number of elements (the population size). Each population contains a
sequence of data items representing the stimuli for each performed transaction during a
simulation, as represented in (3). The elements can be represented either as binary or as
decimal numbers (the researchers used both options during the current work). Because
inside each generation there will be the same number of parents, each of them having the
same structure, the next part of the program is common for all generations (represented by
consecutive program iterations).

X = {x ∈ N : min ≤ x ≤ max}, |X| = NOOPS (3)

where min and max represent boundaries of legal values range for each individual (i.e.,
0–900 is the legal range of luminosity values employed in case of Ambiental controller),
and NOOPS is the abbreviation for “Number of Operations Per Simulation” and represents
the population size. As an exception, in the case of ALU the individuals contain the
values of the operands B, the initial value of operand A, and the operator codes for each
operation performed. In the case of a smart lamp controller and an Ambiental controller,
each individual contains only a fixed number of values provided by only one sensor.

During each generation, the score for each individual is computed. This means
that a ModelSim simulation is started for each individual where the DUT is provided
with corresponding stimuli. At the end of the simulation, the obtained coverage value
is associated with the individual used for running the simulation. This coverage value
represents the fitness function cost. Further, the stimuli provided by the best performing
individual (there can be several individuals who obtained the highest score until that
moment) are saved on disk, representing a precious output of the programming ecosystem.
As a key element in this work, the best performing individuals are stored into a list in order
to avoid saving the same set of stimuli multiple times. The concept used for saving the best
individuals in each generation on disk is mathematically represented in (4):

SE = {I ∈ CG : score(I) = max_score, I /∈ BIL} (4)

where SE (Saved Element) represents, one by one, each element saved onto disk, I repre-
sents each individual in the current generation, CG (Current Generation) represents the
set of individuals from the current generation, max_score represents maximum coverage
value reached at computation moment by all individuals, and BIL (Best Individuals’ List)
represents the list created by Python program which contains all individuals having the
maximum score at the time they were generated. Therefore, after calculation of SE, SE will
be copied to BIL.

After each individual is associated with its coverage value, the individuals are ordered
in descending according to their scores.

When creating the new population, the best performing individuals from the previous
generation are always kept (a configuration parameter dictates how many parents are
copied to the following generation) in order to allow the algorithm to converge.

Multiple ways to select the combinations of parents presented were tried during this
study. A comparison of these approaches is provided in the results section. After the cross-
over process finishes, the mutation operator is applied over randomly selected children.
During the current study, there were cases when children were not saved if they were
identical to their parents. In this situation, if at the end of the crossover operations over all
parents the number of children is less than the initial number of elements in the population,
other individuals are randomly generated.

At the end of each iteration, the children become the parents of the next generation,
and the steps described above are reloaded.

4. Results

During the current work, several approaches based on genetic algorithms were devel-
oped in an attempt to achieve the best results with the minimum processing time. Below,
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differences between different employed methods of automating the coverage fulfillment
are presented for each DUT along with the results obtained.

If not explicitly mentioned, each generation (the number of parents per generation)
for the above-mentioned trials contains 20 individuals (n_pop = 20).

4.1. Coverage Collection for ALU Operating as an Accumulator

The design represents an arithmetic logic unit (ALU) operating as an accumulator (the
first operand is fed with the value of the previous operation result), which performs the
four basic mathematical operations. The operands (called operand A and operand B) and
the result are 8 bits wide, and there is an error bit that signals both overflow and underflow
situations. The range of the resulting values was split into 10, 15, and 20 ranges during the
many trials performed. All coverage ranges contained the same number of values, except
for the last group which accommodated only the remaining values, as depicted in (5). The
coverage target consists in obtaining results from the DUT, the values of which fit each of
the intervals computed in (5) after 20 consecutive operations were performed.

ULs =

{
c ∈ N, c = max

(
bottom + i +

top− bottom
n

, top
)
|i ∈ (0, n− 1)

}
, (5)

where ULs (upper limits) represents the list of the upper limits of the ranges of values
corresponding to the intervals of values which must be covered (the list of lower limits
can be easily deduced as the coverage intervals are arranged back-to-back); top and bottom
represent a maximum and minimum value which can be reached by the signal to be covered
(e.g., if the signal is 8 bits wide, and there are no other constraints imposed by functional
specification, the top value is 255 and the bottom value is 0).

The approaches used to generate sequences of stimuli are labeled and their character-
istics described in Table 1.

Table 1. The characteristics of genetic algorithm-based approaches developed in the present work.

Version of GA Characteristics of Genetic Algorithms-Based Approach

Version 1

• the data contained by each individual which commands the
accumulator to perform a sequence of 20 operations are stored
in this order: the first value of operand A, the first value of
operand B, the first code of operator, the second value of
operand B, the second code of operator, . . . the 20th value of
operand B, the 20th code of operator;

• the crossover is done using a random position in the data stream
that represents an individual;

• two parents generate exactly two children;
• only the best parents (the first half of the total number of parents

which are extracted after ordering the individuals) are used to
generate children in the next population (parent 1 is combined
with parent 2, parent 2 is combined with parent 3, . . . , parent
n_pop/2-1 is combined with parent n_pop/2);

• 20% of the parents (randomly selected) are transferred unaltered
to the next generation;

• mutation probability is 2%.

Version 1.1 (compared
with v1.1)

• all parents are used to generate the next population (parent 1 is
combined with parent 2, parent 3 is compared with parent 4,
. . . , parent n_pop-1 is combined with parent n_pop).

Version 1.2 (compared
with v1.1)

• the best 20% of parents are copied as children; the parents
copied as children are not randomly selected as in previous
versions.
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Table 1. Cont.

Version of GA Characteristics of Genetic Algorithms-Based Approach

Version 2 (compared
with v1)

• the data contained by each individual are stored in this order:
the first value of operand A, the first value of operand B, the
second value of operand B, . . . ., the 20th value of operand B,
the first code of operator, the second code of operator, . . . . The
20th code of operator.

• the best 20% of parents are copied as children, then these
parents are not recombined anymore

• the crossover is done using two breaking points: one breaking
point is set to split the values of operands B into two datasets,
and one breaking point is set to split the values of the operators
into two datasets, as can be seen in Figure 7. Thus, many
children are generated by combining these datasets.

Version 2.1 (compared
with v2)

• the individuals copied from one generation to another are
combined and generate children

Version 3 (compared
with v2.1)

• this version is identical with v2.1; the code was not changed in
functionality, only modified for better control using parameters

Version 3.05 (compared
with v3)

• the best parents are not copied as children; instead, the children
are obtained only by crossover, and can be modified by
mutation.

Version 3.1 (compared
with v3)

• now. the parents are combined in random order (until now,
parent 1 was combined with parent 2, parent 2 was combined
with parent 3, etc.)

Version 3.2 (compared
with v3)

• the children who are identical with one of their parents are
ignored; therefore, two parents can have no children; if after all
crossover processes the minimum number of children (the size
of population) is less than n_pop, new random individuals are
generated

Version 3.3 (compared
with v3)

• mutation coefficient is not 2% anymore; rather, it increases
proportionally with iterations from 0 to 1

Figure 7. Breaking points (sometimes called crossover points) in the structure of individuals from v2.

The described approaches were tested over multiple coverage targets to check their
performance. The obtained results can be seen in Tables 2–4, and are grouped by the
number of ranges into which the result was split. To emphasize the performance of genetic
algorithm approaches over the classical verification technique (known as “constrained-
random verification”), the team ran several sets of simulations using randomly generated
stimuli. They used multiple metrics to compare the performance of employed approaches:
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Table 2. Results for ALU when values of result were split in ten ranges.

Version of GAApproach
Index 2 of First

Individual Having
100% Coverage

Index of Generation
with at Least 50% of all

Individuals Having
Maximum Coverage

Index of Generation
Having Maximum

Coverage in all Cases

v1 19 n/a 1 n/a
v1.1 62 n/a n/a
v1.2 252 n/a n/a
v2 101 6 7

v2.1 25 3 3
set 1 of random generations 19 n/a n/a
set 2 of random generations 15 n/a n/a

1 Situations that were not possible to reach under the corresponding approach are marked in tables with n/a.;
2 The index of each individual is calculated considering the generation the individual belongs to and the index of
the individual in the respective generation.

Table 3. Results for ALU when values of result were split in 15 ranges.

Version of Genetic Algorithms Approach Obtained Results

v3 100% coverage was obtained (beginning with
13th generation) by a stimulus set

v3.05 93.3% coverage was obtained (beginning with
21st generation) by a stimulus set

v3.2 100% coverage was obtained (at 4th and 5th
generation) by two stimulus sets

v3.3 93.3% coverage was obtained (at 8th
generation) by a stimulus set

random generations 86.7% coverage was obtained by only four
items in a population of 400 individuals

Table 4. Results for ALU when values of result were split in 20 ranges.

Version of Genetic Algorithms Approach Obtained Results

v3 90% coverage was obtained, even after waiting 40
generations to evolve

v3.05 85% coverage was obtained, even after waiting 35
generations to evolve

v3.1 80% coverage was obtained at the 37th generation

v3.2 85% coverage was obtained (at 4th generation), even
after waiting 40 generations to evolve

v3.2 90% coverage was obtained when there were 100
individuals/generation from the 16th generation

v3.3 90% coverage was obtained (at the 11th generation)
by a set of stimuli

random generations 85% coverage was reached by only a sequence of
stimuli in a population of 400 individuals

• Index of the first individual (first set of stimuli) to obtain the maximum coverage value
• Index of the generation (iteration) when at least 50% of parents obtained the maximum

coverage value
• Index of the generation when all individuals obtained the maximum coverage value;

as in all cases it is possible that multiple identical parents exist, the percentage of
identical parents was diminished in approach v3.2

Situations that were not reachable under the corresponding approach are marked in
tables with n/a.

When the values range of the result was split into ten parts, the coverage target was
reached easily using constrained verification (random generations), as well. The advantage
of a genetic algorithm can be considered as the convergence reached by v2 and v2.1 to the
global maximum (100% coverage fulfillment for all individuals after 3 or 7 generations).
However, these program versions allow multiple identical parents to be generated, and
only a few unique stimuli sequences may have been obtained.
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When the values range of the operation result was split into 15 intervals, the results
shown in Table 3 were obtained. In this case, considering that v3.2 had the best performance,
ignoring children which were identical to their parents proved to be very beneficial. An
important observation is that all approaches based on genetic algorithms outperformed the
coverage fulfillment score reached when only random generations were performed.

However, considering the results from Table 4, where the values range of result was
split into 20 intervals, ignoring children identical with parents is not a universal best solu-
tion, and randomness in generating the initial individuals remains highly influential in the
performance of the genetic algorithm approaches employed. The fact that 100% coverage
was not reached is explicable; 100% coverage means that each performed operation hits
another result interval, which is very difficult to achieve, thus, 90% coverage means that
only 18 different intervals were hit, which represents a very good result.

In this case, only the v3 and v3.3 program versions outperformed the score of the series
of random generations, and v3.2 only did so after running thousands of simulations (the
case when only 100 parents/generation were kept, although the number of children can
be up to six times larger), exceeding the score reached by strategy emulating constrained
random generation.

4.2. Coverage Collection for Smart Lamp Controller

The design represents a lamp controller. The lamp has four levels of luminosity: off,
low, medium, and high intensity. The lamp can operate in two modes: automatic, when
it switches its level of luminosity based on values received from a luminosity sensor, or
manual, when pressing a button moves the lamp between the four possible light states. In
this use case, the lamp was used only in automatic mode, where its luminosity is influenced
only by the values supplied by the light sensor. The signal coverage was in focus, the range
of signal possible values being split into 15 or 20 intervals.

Unlike in previous cases, for individuals containing values from the sensor, the
crossover was accomplished using only one breaking point. The important differences
between the versions of genetic algorithm approaches which were developed are presented
in Table 5; the number of versions was chosen to correspond with the approaches used for
previous DUT.

Table 5. The characteristics of the genetic algorithm-based approaches developed during the present
work related to the smart lamp controller DUT.

Version of GA Characteristics of Genetic Algorithms-Based Approach

Version 3.2
• all children identical with their parents are ignored;
• the crossover is performed between parent 1 and parent

2, parent 2 and parent 3, parent 3 and parent 4, etc.

Version 3.3
• the children identical with their parents are not ignored;
• the crossover is performed between parent 1 and parent

2, parent 2 and parent 3, parent 3 and parent 4, etc.

Version 3.4
• the children identical with their parents are not ignored;
• the crossover is performed between parent 1 and parent

N, parent 2 and parent N-1, parent 3 and parent N-2, etc.

Version 3.5
• the children identical with their parents are not ignored;
• the crossover is performed between parents which are

randomly selected

By generating 20 random values 8 bits wide and applying multiple genetic algo-
rithm approaches, the results from Table 6 were obtained. For evaluation reasons, the
constraint random verification methodology was applied by running 400 simulations with
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random stimuli. Most genetic algorithm approaches outperformed the scores obtained by
random simulations.

Table 6. Results obtained when the smart lamp controller was stimulated with values provided by
programs based on genetic algorithms.

Criterion 15 Intervals 20 Intervals

v3.2 v3.3 v3.4 v3.5 Random
Stimuli 5 v3.2 v3.3 v3.3 v3.5 Random

Stimuli 5

maximum reached
coverage [%] 100 100 100 100 93.3 90 95 100 85 85

Parents/generation 20 20 20 20 400 20 20 100 20 400

first iteration
containing a

dataset which
leads to maxi-

mum coverage

12 4 9 5 1 7 18 9 4 1

first generation
when at least

n_pop/2 elements
having maximum

coverage
were obtained

n/a 15 22 13 n/a n/a 28 21 n/a n/a

number of
stimulus sets

achieving maxi-
mum coverage

1 144 2 60 1 11 1 7 2 1 43 2 173 2 13 3 3

1 all data sets were obtained by mutating the same root stimuli dataset; 2 in addition to one set of stimuli (the
one which was first generated), all data sets are based on the same root sequence; 3 the sets were based on four
different datasets; 5 equivalent to constrained-random generation of stimuli.

Considering Table 6, it can be seen that most of the approaches based on genetic
algorithms had good performance (over 85% coverage). v3.3 obtained the best scores
in terms of how quickly the element was reached with the highest coverage score and
how many different data sets were generated, even though the population which counts
20 parents was used. If the number of parents was increased to 100, then 100% coverage
value was reached. The large number of “winning” stimulus sets appeared due to mutation
mechanisms (only one or two elements are different between data sets). In the last row
of Table 6 the number of root stimulus sets appears (the base roots, which generated
many mutations).

Because v3.4 achieved the worst performance compared with the other genetic algorithm-
based approaches when values of the result were split into 15 intervals, it was not tested
anymore when 20 intervals were used. The best-performing variants were v3.2 and v3.3.

Figure 8 presents the evolution of the maximum coverage level reached by each gener-
ation. This picture shows the advantage of genetic algorithms; by performing additional
combinations between individuals iteratively, a higher coverage value is obtained. The
individual having the highest score is retained in the next generation. Thus, in a successful
simulation, the individuals evolve over time until reaching the maximum possible coverage
value. In the current case, 95% coverage was the highest score; when the population had
only 20 individuals, this performance was achieved by the v3.3 approach. Orange dots
represent the number of sequences that can be used to reach maximum coverage level at
one time. Each time a new stimulus set obtains a high score, this number is reset to “1”. For
example, although both examples reached the same maximum value of coverage, it can be
considered that the version from Figure 8b outperformed the one presented in Figure 8a.
The reason for this is that the first-mentioned approach discovered almost 190 stimulus
sets for maximum coverage value, while the situation in Figure 8a supplied less than
50 high-performing stimulus sets.
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Figure 8. Two examples for evolution of a population of 20 individuals across 40 generations during
the v3.3 approach: (a) represents the visual description of the numerical data inTable 6; (b) represents
the visual description of another result of the same v3.3 approach.

4.3. Coverage Collector for Ambiental Controller

The DUT which implements the Ambiental controller functionality receives input
values from humidity, light, and temperature sensors. Based on the received values, the
design controls several actuators which are common in a smart house environment (A/C,
dehumidifier, blinds). The signal for which the coverage is measured is used to supply
the DUT with the values from the luminosity sensor. The legal luminosity values are
constrained between 0 and 900 lumens/squared meter. As in the previously described
cases, the values range is split into 15 or 20 intervals. The current design reuses the
approaches developed for the smart lamp controller. The main difference between the two
approaches is that in the case of the Ambiental controller, although the signal is 10 bits
wide, the values from 901 . . . 1023 are illegal.

As can be observed in Table 7, only the v3.2 and v3.3 genetic algorithm approaches
were tested for the current DUT, as these versions performed best in the case of the smart
lamp controller.

Table 7. Results obtained when the Ambiental controller was stimulated with values provided by
programs based on genetic algorithms.

Criterion 15 Intervals 20 Intervals
v3.2 v3.3 Random

Stimuli 2 v3.2 v3.2 v3.3 Random
Stimuli 2

maximum reached coverage [%] 100 100 93.3 90 95 100 85

Parents/generation 20 20 400 20 200 20 400

first iteration containing a dataset
which leads to maximum coverage 12 9 1 13 3 29 1

first generation when at least
n_pop 3/2 elements having

maximum coverage were obtained
23 14 n/a n/a n/a 35 n/a

number of stimulus sets achieving
maximum coverage 10 1 128 1 15 1 2 30 1 1

1 all data sets were obtained by mutating the same root stimuli dataset; 2 equivalent to constrained-random
generation of stimuli.; 3 n_pop represents the initial size of population, which remains the reference number for
computing the number of parents during each generation.

Considering the results in Table 7, v3.3 again obtained the best results in terms of
coverage fulfillment. Although for v3.2 a trial with 200 parents per generation was run,
when the values range was split into 20 intervals the 100% coverage value was not reached.
However, as expected, having multiple individuals per generation was beneficial, as the
coverage value increased from 90 to 95. As can be seen in Table 7, the approaches based
on genetic algorithms outperformed random simulations depicting constrained-random
verification. In the case of random simulations, even if 400 sequences of stimuli were
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transmitted to the DUT, none of them reached the maximum coverage level achieved by
genetic algorithm-based approaches. v3.3 even succeeded in reaching a 100% coverage
target when the value of the result was split into 20 intervals; this means that each stimulus
in the 20 element sequence reached a different interval of values.

In Figure 9, it can be seen that the evolution of the best-performing approach was
v3.3 when values were grouped in 20 intervals. After obtaining the first stimulus set
with 100% coverage, there were many generations when no other winning sequence was
found. However, by increasing mutation coverage more and more, similar data sets began
to appear.

Figure 9. Representation of coverage fulfillment process using best performing approach, v3.3.

Furthermore, in Figure 9 the orange dots show a close-to-ideal evolution process. Even
in the situations where the coverage level does not increase, more and more sets of stimuli
which achieve the maximum meet the coverage level. When the coverage remained at 90%
over more than ten generations, the number of stimulus sets generated with a coverage
value of 90% exceeded 30 items.

5. Discussion

Genetic algorithms represent a welcome means of automation for the verification
process, if properly configured. During the current work, multiple approaches using ge-
netic algorithms for automation of coverage collection were tested. In this way, important
conclusions about the proper configuration of methods used to correlate the coverage value
with the input stimuli and about the use of these correlations for accelerating the coverage
fulfillment were found. Before presenting our observations, it must be stated that one of the
important contributions of the authors of this study is the way in which genetic operations
were performed to create several efficient evolution processes. According to Algorithm 1,
the fitness function for each individual is represented by the results of ModelSim® simula-
tions. This aspect allows the currently developed approach to be successfully used even in
more complex cases when the DUT cannot be completely emulated. In this case, because a
complete reference model cannot be created in a software-based system, the only way to
obtain details about DUT operation is to use its RTL code.

As a first general observation related to the measurable results obtained in the current
paper, it was demonstrated that it is beneficial to propagate the best parents from the
previous generations to the next generation and to use them in the cross-over process.
A relevant example is the performance of v2.1 over v2, as seen in Table 2. By using the
best individuals of each generation in the cross-over process, the first individual having
100% coverage was obtained in about 25% of time compared to the situation when the best
individuals were not use for obtaining new children.

In addition, it was demonstrated that the convergence of the genetic-based approaches
to a high coverage value is possible only if the best parents are propagated in the next
generation. Otherwise, even if high coverage values are obtained after applying genetic
operators (cross-over and mutation), these have a chance to be lost from one generation
to another. Relevant examples include the outcomes of the v3.05 approach noted in
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Tables 3 and 4, where lower maximum coverage values were obtained (93.3% and 85%)
compared to the other approaches.

The opportunity of employing genetic algorithms depends on the situation. For
easily-reachable targets, constrained random verification can provide high-performing
stimulus sets in a shorter time frame. This statement is confirmed by the results in Table 2,
where both sets of random generations achieved 100% coverage fulfillment significantly
more quickly than the implemented genetic algorithm-based approaches. However, if the
coverage target is not easy to fulfil by a randomized approach (i.e., the score of constrained-
random generation (CRG) of stimuli used for coverage fulfillment in case of ALU DUT
did not exceed 86.7%), genetic algorithms represent the ideal solution (see Tables 3 and 4).
For both easily reachable and more difficult to reach coverage targets, the importance of
random generation cannot be neglected. The performance of genetic algorithms is greatly
increased if the initial population is well-randomized.

Additionally, in complex DUTs there are a high variety of coverage targets. Those
which are simpler to achieve can be approached using classical CRG; however, the more
complicated coverage targets involve the development of more advanced methods for
generating stimuli, such as GA. Hence, we consider that the combination of CRG and GA
approaches can be the best recipe for achieving coverage fulfillment for a DUT with the
lowest effort.

The current work offers several types of GA implementations, which were tested in
three different examples, conferring the advantage of analyzing the problem of coverage
fulfillment using additional points of view. For this reason, the obtained results can help in
obtaining better results for a wider range of verification targets.

Mutation represents a genetic operator that can help genetic algorithm approaches to
avoid local maxima and search for the global maximum. Its application proves beneficial
depending on how often mutation is performed in different contexts. For example, in the
case of v3.3, the change in the percentage of mutation rate from 2% to (1 divided by the
number of generations %) lowered the performance obtained by v3, as shown in Table 3.

Another interesting result is notable by analyzing the outcome of the v3.1 approach in
Table 4, (where the lowest performance, only 80% coverage fulfillment, was found, and
the v3.5 approach in Table 6, where 20 coverage intervals were used and where the lowest
performance, 85% coverage fulfillment, was found. Combining parents randomly and not
combining the best parents with the best parents, medium parents with medium parents
and low-performance parents with low-performance parents provided bad results. A
similar conclusion was proven by the development and testing of v3.4 (Table 6), where each
coverage score of a high-performing parent was combined with the score of an opposite
individual. Due to of random generation of individuals (here it must again be noted that
an initial population of well-distributed values is able to highly boost the performance of a
GA), exceptions to this rule can be expected to appear, as seen in the performance of the
v3.5 approach, when 15 coverage intervals were employed and the value of 100% coverage
was obtained after only five generations (Table 6).

As expected, if each generation embeds more individuals, better results are obtained
(see v3.3 performance for 20 coverage intervals in Table 6). However, the time needed
for running the program evolves in an exponential manner in this case. Although a
generation with 100 individuals represented a successful combination of constrained ran-
dom verification and genetic algorithms, in this work, generations of 20 individuals were
used. This approach allowed us to better compare the performance of different genetic
algorithm-based approaches, diminishing the contribution of randomness in the generation
of individuals. However, a mutation that alters an item at a random position remained
very important for coverage fulfillment automation performance in the current work.

There are multiple ways to configure the evolution of populations, and this paper
provides only a few examples; other approaches are worth attempting. As demonstrated in
this study, the same approach can perform better in some cases (v3.2 outperformed v3.3
when the ALU design was the focus) while having lower performance in other situations
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(version 3.3 exceeded the performance of v3.2 in the case of the next two presented projects).
However, v3.2 and v3.3 can both be considered the best in the current study. These versions
managed to achieve high values of coverage for all three tested DUTs. In all cases, these
approaches obtained better performance than random simulations depicting constrained-
random verification.

6. Conclusions

Using genetic algorithms, we showed how DUT functional coverage can be fulfilled
by offering a set of approaches and observing the results. The work presented here would
not have been possible without creating a mechanism for corelating the input stimulus
sets with their obtained coverage score. One advantage of using genetic algorithms is that
even with a high number of stimuli, a close to maximum coverage value can be achieved in
reasonable time.

By using the presented GA-based approaches, multiple sequences of stimuli able to
reach the desired coverage value were discovered and stored for further use. A potential
industrial application of the proposed method is to replace the ranked regressions generated
by commercial simulators with verification tests which run the stimulus sequences found
here. Ranked regressions contain all of the tests which can be used to obtain a high coverage
value. If a test or several tests developed using a genetic algorithm approach can replace
ranked regression, a significant amount of simulation time can be saved. By generating
shorter tests using only the input data contained by an individual and thereby achieving a
high coverage value, another aim of the current work was successfully met. In addition, by
transferring to the algorithms a part of the tedious work which in most cases is currently
accomplished by verification engineers (when directed tests are created for fulfilling the last
missing fractions of coverage percentage), the verification job itself becomes more pleasant
for the engineers.

Overall, given the scenarios analyzed in the current paper, the GA based approaches
outperformed CRG in achieving the maximum coverage value for the analyzed targets.
CRG is the first step in the industry-standard mechanism used for generation of stimuli in
functional verification, with the second step being the creation of directed tests, which is
supported by UVM methodology as well. In Table 2, as well as in all tables summarizing
the results, CRG did not manage to deliver 100% coverage fulfillment.

However, the above-mentioned benefits of GA do not wholly take CRG out of the
landscape of coverage fulfillment tasks. CRG is considered the best candidate for easy-to-
achieve coverage objectives, as it requires the least effort when using a tool that provides
good randomization mechanisms. Moreover, application of mutation (an important repre-
sentative of randomness within genetic algorithm-based approaches) to alter an item at
an individual’s random position retains a steady place in coverage fulfillment automation
powered by GA.

Considering the work presented in this paper, genetic algorithms can be seen as
a technique with high potential for increasing levels of coverage fulfillment. However,
because they require several iterations to reach maximum coverage value, they may not fit
all verification needs. Testing the performance of approaches based on genetic algorithms
in more complex scenarios is required in order to control multiple streams of DUT stimuli.
This topic represents a further step to be accomplished in the journey toward automation
of functional verification using artificial intelligence techniques.
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