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Abstract

:

Due to the new technological advancements and the adoption of Industry 4.0 concepts, the manufacturing industry is now, more than ever, in a continuous transformation. This work analyzes the possibility of using dynamic Bayesian networks to predict the next assembly steps within an assembly assistance training system. The goal is to develop a support system to assist the human workers in their manufacturing activities. The evaluations were performed on a dataset collected from an experiment involving students. The experimental results show that dynamic Bayesian networks are appropriate for such a purpose, since their prediction accuracy was among the highest on new patterns. Our dynamic Bayesian network implementation can accurately recommend the next assembly step in 50% of the cases, but to the detriment of the prediction rate.
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1. Introduction


Industry 4.0 concepts are surprising the manufacturing industry by requiring continuous transformations due to technological advancement in internet technologies, sensors, and data processing hardware. On the other side, the customers are pressuring the production lines with highly customized, small batch orders. These recent requirements shift the paradigm from a rigid, static factory to more flexible, automated, and intelligent production lines that need to dynamically update the production plan based on customer orders and other events—predicted or unexpected. Even though repetitive or dangerous actions and operations are becoming automated, the human workers are not removed entirely from the manufacturing process. To keep the human and the manual assembly operations in line with the digitalization of the industry, new concepts, such as Operator 4.0 [1], Healthy Operator 4.0 [2], or Assembly 4.0 [3,4], emerged. Operators are gaining new responsibilities and are helped in the process by continuous training or by receiving real-time support with the help of devices such as smart glasses and augmented reality technology [5,6,7]. The manual assembly processes are modeled to be flexible and are monitored with the help of motion capture technologies [8,9]. All the sensors used for this generate a lot of industrial data that is analyzed with the help of machine learning and artificial intelligence algorithms so they can be further improved and optimized or to identify unusual states of the processes.



In this work, we present dynamic Bayesian networks (DBN) applied to predict the next assembly step during an assisted manual manufacturing process. The proposed approach will become a part of a prediction module of a larger control system used on a physical assembly training station that can adapt the instruction sequence and content based on what the operator is doing at that moment. The control system, described in [10] as part of the digital twin of the assembly training station, consists of multiple sensors that are used to obtain the current state of the assembly, several modules used for prediction and adaptation, together with a large visual interface where the operator sees the output of the control system. Depending on the use case, the next assembly step prediction can be used either to anticipate what the operator will do and prepare in advance for his actions or as hints that the operator can use and follow.



The DBN relies also on Markov chains for establishing its initial probabilities. The network uses as input data the current assembly state of the product and static characteristics of the human worker, such as the height, the gender, if it wears glasses or not, and the sleep quality in the previous night. The workers’ assembly preferences were highly influenced by their gender (e.g., first picked component based on its color). Their height affected the order of picked components, shorter workers picking the components located closer to them first. The sleep quality affects their concentration capabilities, reflected in the number of mistakes made during the assembly. Wearing eyeglasses also influenced the assembly process.



Additionally, we evaluate the usefulness of applying some dynamic human characteristics, such as the mood in each stage of the assembly process. Our DBN-based assembly prediction method is evaluated on a dataset collected during an experiment involving 68 students, described in [11] and [12]. We will also compare it with our previous work on next assembly step predictors.



The rest of this paper has the following structure: Section 2 presents the related work, Section 3 describes the DBN-based next assembly step prediction, Section 4 discusses the results, and Section 5 concludes the paper.




2. Related Work


Cyber-physical systems produce major changes in entire industries, especially in the factory area, where there is an ever-increasing discussion about the role of operators in the production processes. In [13], the authors identified an increased demand in highly customizable smart products. Due to the overhead costs, the use of a human workforce is preferred. They are developing a scalable assistance module for the assembly process with a big focus on the ergonomics of the workplace.



In [14], the authors wrote about how the assistance systems increase productivity in assembly processes, and they formulated the principles of designing assembly assistance systems. They stated that it is unclear what problems might appear in the representation of information in manual assemblies or how these problems should be solved using assistive systems. By using two example cases, the authors could identify such problems. The authors split the identified problems into five categories of information representation problems: scarcity of the input provided to the work system, irrelevancy of data, outdated information, and lack of process orientation, incompatibility of information representation with human interpretation. From all these problems, we partially encountered data irrelevancy. We addressed this problem by eliminating irrelevant data.



The authors of [15] state that the manufacturing trends are heading towards high-variant and small quantity assembly of products. Companies started using cognitive assistance systems with the aim of increasing the quality and efficiency while decreasing the cognitive load of the workers. They state that the workers’ lack of acceptance towards assistive systems decreases their benefits. An approach for an assembly workstation with multiple software and hardware components was proposed. Similarly, our system has various software and hardware components, the main differences being the presence of the next assembly step suggestion software component and the usage of a large touchscreen instead of a projector for visual communication with the worker.



In [16], the authors analyzed the technology that an assistive system should encompass. They started by analyzing the existing assembly assistance systems and how they can optimize those systems. Experts were interviewed to determine what functionalities an assembly assistance system should have. Several methods were proposed for implementation, such as intelligent image processing, deep learning algorithms, gamification, or augmented reality. In our work, due to the modular nature of our customizable tablet and a high number of assembling possibilities, gamification represents a core principle.



Assembly support systems can be found in the literature with different implementation complexities and enabled by different technologies. The simplest ones allow the operators to visualize the instructions. The operators move to the next step when they consider that the current step is finished and carried out correctly. Examples include traditional assembly manuals or new approaches that use AR technologies [17,18] that superimpose the information over the real object. Advanced assembly support systems can also extract information about the current step in the assembly process. This is achieved by recognizing the current user action, fusing information from different sensors, such as electromyography sensors, inertial measurement unit, and depth RGB camera [19]. Another way is to recognize the current assembly state of the product using a simple RGB camera, as in [20], for example.



More complex assembly support systems use the information about the current state of the system to predict future human actions [20,21,22]. The use case from [20] predicts the next assembly state to detect faults and mistakes in a predefined and ordered assembly process. This is achieved using an end-to-end neural network that takes as input only images of the assembled product without any other information about the operator. The authors of [21] describe a human robot collaboration system that anticipates the parts needed by the operator and delivers them into three separate containers. The system predicts the points in time when the operator will need a part and will plan accordingly that the operator always has the three most likely needed parts available. The system is evaluated by the total assembly process execution time and the time the operator waits for the robot to deliver the needed parts. In [22], a variable length Markov model is used to predict the next operator actions using a temporal context recognized by a bi-stream convolutional neural network. The temporal context consists of the previous and current actions of the operator, without other additional features. Some drawbacks of [22] are the small number of experiment subjects and that the assembly is heavily restricted, with only two states in which the operator can choose his course of action. In contrast, in our work, we use DBN for assembly step prediction and our product has much more flexibility, allowing freedom of choice at any of the assembly states.



DBNs have major applications in different fields: from gene sequence modeling in [23,24] and crash prediction based on traffic speed in [25] to exchange rate predictability in [26]. In [27], the authors propose an approach for activity recognition based on DBN. They divided the features that describe the object motions in two classes: global and local, which are two different spatial scales. The global features describe the movement of the object at a large scale and the relations between the objects or the environment. Meanwhile, the local features represent the movement of the object of interest. The proposed DBN structure has a state duration that models the human interacting activities. Furthermore, the authors present the effectiveness of their approach with an experiment.



The authors of [28] present an approach to measure network security using DBN. They stated that the security metrics measured individual vulnerabilities without consideration towards their combined effect. They propose a DBN model that aims to incorporate the temporal factors, such as the availability of patches or exploit codes. Potential applications of the DBN-based assembly prediction method are analyzed. Furthermore, they present how the DBN can be obtained from attack graphs and how it can be used to analyze the networks’ security aspects. In our model, the time is incorporated through the sequentiality of the assembly steps.



In [29], the authors use DBN for web search ranking. They state that the page position affects the number of times the page is clicked: the lower the position of the page, the less likely the user is to click on that page. This is called position bias. They propose a DBN that aims to make an unbiased estimation of the relevance based on click logs. Their model has outperformed other click models in both clickthrough rate and relevance.



In our previous works, we evaluated different next assembly step prediction methods. In [30], we analyzed two-level context-based predictors, which use the assembly context built up in the first level to select the corresponding pattern of the prediction table from the second level, whose associated next state will be the predicted one. The Markov predictor, presented in [31], improves the two-level predictor by storing for each pattern, beside the next states, the frequency of their apparition, thus predicting the state with the highest frequency. The Markov predictor was enhanced in [11] with a padding mechanism. In [12], we applied a prediction by partial matching algorithm that internally uses the Markov predictor presented in [11]. Furthermore, in [32], we implemented a long short-term memory recurrent neural network for the prediction of next assembly steps. The results of the prediction methods mentioned above will be presented in Section 4 comparatively with the results of the proposed DBN-based predictor. The DBN proved to be the most accurate model.




3. Next Assembly Step Prediction through Dynamic Bayesian Network


This section briefly presents the target product used in this work and describes the DBN as a prediction model, including its implementation in our assembly assistance system.



3.1. The Target Product


Our assembly assistance system was presented in detail in [11]. It retrieves information about the worker and the assembled product and can provide support for the next assembly steps.



As in our previous works [11,12,30,31,32], the manufactured product (visible in Figure 1) is a modular tablet built out of 8 components: a mainboard, a screen, and six modules. A key characteristic of this product is that the assembly process is very flexible with no dependencies between the steps. This allows the operator full freedom to assemble the product. The mainboard is the component on which all the other components will be mounted. There are three types of modules: speaker modules (white pieces), flashlight modules (purple pieces), and battery modules (blue pieces). Two of each type are used in our product for a total of six modules. We described how we encoded the assembly state of the tablet in [12,30].




3.2. The DBN as a Prediction Model


A Bayesian network, known also as a belief or causal network, is a probabilistic graphical method that models variables together with their conditional dependencies using a directed acyclic graph (DAG). These networks are ideal for predicting the likelihood of known factors that contributed to the occurrence of an event.



If we consider the variables   A ,   B ,   C ,   D ,   we can factor their joint probability   P  (  A ,   B ,   C ,   D  )    as a product of conditional probabilities, such that:


  P  (  A ,   B ,   C ,   D  )  = P  ( A )  · P ( B | A ) · P ( C | A ,   B ) · P  (  D | A ,   B ,   C  )   



(1)







The factorization of variables   A ,   B ,   C ,   D   in Equation (1) does not provide any relevant information related to the joint probability distribution because each variable can depend on every other variable [33].


  P  (  A ,   B ,   C ,   D  )  = P  ( A )  · P  ( B )  · P ( C | A ) · P ( D | B ,   C )  



(2)







If we are considering the factorization in Equation (2), some conditional independent variables can be observed [33]. According to the theory of probability, two random variables (events)  X  and  Y  are conditionally independent given a third event  Z  if, knowing that  Z  will occur, event  Y  will not be influenced by the occurrence of event  X  and event  X  will not be influenced by the occurrence of event  Y . Mathematically explained,  X  is independent of  Y  given  Z  if   P ( X ,   Y | Z ) = P ( X | Z ) · P ( Y | Z )  . From the factorization (Equation (2)), we can show that, given the events  B  and  C , the events   A     and  D  are independent of each other.


  P  (  A , D  |  B , C    )  =   P  (  A , B , C , D  )    P  (  B , C  )    =   P  ( A )  ⋅ P  (  C  | A   )  ⋅ P  (  D  |  B , C    )    P  ( C )    = P  (  A  | C   )  ⋅ P  (  D  |  B , C    )   



(3)







A Bayesian network can be used to represent the factorization of the joint distribution and, for each random variable, there is a node associated with it in the network. A directed edge is drawn from a node  X  to another node  Y , if  Y  is conditioned on  X . Figure 2 is a representation of the above factorization (Equation (2)).



Usually, a Bayesian network is built based on existing knowledge about the conditional independence of the variables and a dataset of observations. From the used dataset, we were able to identify variables that might influence the assembly steps.



In our case, we have five independent variables that were identified to influence the assembly state. Figure 3 presents our five variables and their conditional dependencies. Node  H  represents the height of the user, node  G  its gender, node  S  its sleep quality, node  E  if it wears eyeglasses, and node  M  the mood. All these five nodes represent binary variables that, for height, represent tall/small; for gender, male/female; for sleep quality, good/bad; for wearing glasses, true/false; and, for the mood, positive/negative. Node    A t    is the assembly state of the product at time  t , which is directly dependent on the other five variables.



This model is not useful for us to describe the assembly process due to the temporal nature of the assembly. Figure 4 represents a Bayesian network that considers the evolution in time of both the user’s mood and the assembly state of the tablet. Thus, the current assembly state directly depends on the human characteristics and on the previous assembly state, respectively.



The Bayesian networks that can model the sequences, considering the time factor and the evolution of variables through it, are known as DBN and are also called temporal Bayesian networks.



A DBN connects variables to each other over adjacent time steps. The DBN can also be considered a two-time-slice Bayesian network (2TBN) since, at any given time, a variable’s value can be computed using the internal regressors and the actual variable’s value at time   t − 1  .



In the modelling of time series, the values of variables are observed at different time steps. Since time can move in only one direction (forward), the design of these networks is simplified and the directed edges should follow the direction of time (forward). If we consider a sequence of data   {  X 1  ,  X 2  ,  X 3  , … ,  X t  }  , with    X t    representing the value of the variable  X  at time  t , then the simplest model is actually a Markov model of the first order. The probability of that sequence is:


  P  (   X 1  ,  X 2  , … ,  X t   )  = P  (   X 1   )  ⋅ P  (   X 2   |   X 1     )  ⋅ … ⋅ P  (   X t   |   X  t − 1      )   



(4)







The graphical representation of the temporal Bayesian network from Equation (4) is illustrated in Figure 5.



The proposed DBN, envisioned in Figure 4, has been implemented using the pgmpy library developed by Ankan Ankur and Panda Abinash [34]. We are using the five aforementioned user characteristics and the current assembly state in order to predict the next assembly state.





4. Experimental Results


For the experimental results, we are using the same dataset obtained from an experiment with 68 participants, presented in [11,12]. Briefly described, given two images of the target product, they had to assemble the components to get to the final product presented in Figure 1. The position of the components was identical for all the participants and they could pick at any time any component in order to complete the assembly. The assembly sequences were encoded and used as inputs for our models. The participants also filled in a questionnaire. There were questions regarding height, age, gender, dominant hand, and if the participants were eyeglass wearers. Other questions were for self-assessment: “were you hungry during the experiment?”, “do you have any prior experience in product assembly?”, “what was your stress level before the experiment?”, “are you under the influence of any drugs that might influence your level of concentration?”, and “how would you describe the sleep quality of the previous night?” During the experiment, we also collected the participants’ mood.



There are three metrics of interest: accuracy, prediction rate, and coverage:


  A c c u r a c y =   C o r r e c t   p r e d i c t i o n s   P r e d i c t i o n s   m a d e    



(5)






  P r e d i c t i o n   R a t e =   P r e d i c t i o n s   m a d e   D a t a s e t   s i z e      



(6)






  C o v e r a g e =   C o r r e c t   p r e d i c t i o n s   D a t a s e t   s i z e    



(7)







The accuracy (Equation (5)) measures how well the DBN-based model predicts, the prediction rate (Equation (6)) indicates how many times the model can actually predict, and the coverage (Equation (7)), which can be considered the most important metric, provides information regarding the rate of correct predictions from the whole testing dataset.



In our previous works, the algorithms were validated using two evaluation methods. One was used to determine the capability of the evaluated methods to learn existing scenarios (using the whole dataset in both training and testing phases). The other evaluation method allowed observation of how well the methods will adapt to new scenarios (the correct assemblies from the first three quarters of the dataset were used for training and the last quarter for evaluation). Although the data provided have a diversity of assemblies, to mitigate the selection bias that the former evaluation methods might have introduced, a cross-validation method has been considered in the current work.



Figure 6 describes the flow of our experiment. Using the existing preprocessed dataset, we create two datasets: one that takes into account the mood variable of the user and one that does not. We evaluate the DBN model and we compare it to our previous PPM, Markov, and LSTM models. The training of the models is carried out using the k-fold cross-validation method. This method consists of splitting the dataset in  k  equal subsamples. Out of these  k  subsamples, one subsample is used for the evaluation of the model, while the remaining   k − 1   are used for the training of the model. Afterwards, this cross-validation evaluation method is repeated  k  times, with all the subsamples being used only once as an evaluation sample.



We ranged the  k  number of subsamples from 2 to 6. We did not select a k greater than 6 as the accuracy and coverage start to decrease due to overfitting of the data. The graphics that will be further presented contain the average of each k-fold run. Furthermore, the overall average is also available.



To determine the features that are significant for our prediction model, we computed the F-value and the p-value on the dataset (Table 1). The goal was to determine which features of the human worker led to the most correct assemblies. We selected the features having a p-value less than 0.1, because a p-value greater than 0.1 indicates insufficient evidence [35]. Thus, we chose to be used as additional input data in the prediction models and binarized the following features: gender (male/female), sleep quality (good/bad), eyeglass wearer (yes/no), and height (tall/small—with the threshold of 174 cm, the average height of the participants).



Next, the proposed DBN predictor is compared with the order 1 Markov model presented in [2], the long short-term memory (LSTM) recurrent neural network presented in [32], and the order 3 prediction by partial matching (PPM) with neighbor exploration presented in [12].



Figure 7 presents the prediction rate of the selected methods. As can be observed, the LSTM network has the highest prediction rate across all runs, averaging 96%. Compared with LSTM, PPM predicts 23% less and DBN 46% less. Even though LSTM has a high prediction rate, as can be observed in Figure 8, the accuracy of its predictions is lower compared with the other methods, having an accuracy of only 28%. Both the PPM and Markov models have a very high accuracy of 49%. The DBN has the highest prediction accuracy of 50%.



The coverage is strongly correlated with the prediction rate (see Figure 9). Surprisingly, the best coverage of 36% is obtained by using the PPM implementation. The LSTM has a coverage of only 27%, despite its high prediction rate. The DBN has a coverage of 26%, slightly higher than the Markov model’s 24%.



Besides the four core human characteristics (height, gender, sleep quality, and if the worker wears glasses), all the above methods have been further enhanced to take into consideration the mood of the user in the prediction process, thus obtaining a better representation of the human worker. The mood of the user is recorded with the pretrained emotion recognition model from Intel’s OpenVino toolkit [36]. It is able to identify five states (neutral, happy, sad, surprise, and anger), which were binarized into either a positive or negative mood of the user.



In Figure 10, a decrease in prediction rate across all the prediction methods was observed, except for LSTM, which has a slightly higher prediction rate of 97%. The DBN has a decrease of 3% in the predictions made, while PPM predicts 14% less steps. The Markov predictor is the most influenced by the addition of the mood variable, being able to predict only 33% of the assembly steps, which is a decrease of 16% compared to the implementation without the mood variable.



A decrease in accuracy can be observed for all the methods in Figure 11. While, for the PPM and LSTM, the decrease is small, of only 3% and 4%, respectively, the Markov and DBN predictors seem to lose considerable percentages in their prediction accuracy. The Markov predictor has a 10% decrease compared to the one that does not take the mood into consideration, thus having an effective prediction accuracy of 39%. The DBN seems to take a big impact to its prediction accuracy, with a negative change of 14%, thus obtaining a prediction accuracy of 37%, being very close to that obtained by using the Markov model.



Figure 12 presents the coverage of the evaluated methods, including the mood variable. As in the case of the prediction accuracy, the coverage is decreased for all the methods. The PPM has the highest coverage of all the predictors at 27%. The DBN has a coverage of 17%, a decrease of 9% compared to the implementation without the mood variable. Consequently, the mood variable does not increase the performance and, thus, the optimal DBN relies only on the current assembly state and the initial four human characteristics—height, gender, sleep quality, and if the worker wears glasses—to predict the next assembly state. Without considering the mood variable, even though the PPM has a higher coverage compared to the DBN, if we want to determine with the highest accuracy the next move of the worker, then the use of the DBN predictor is preferred, since it has the highest prediction accuracy among all the presented methods. We use the accuracy metric as the determining factor for choosing a predictor, as we wish to give the worker as few false predictions as possible, even though that will mean, in some cases, the predictor might not be able to provide one due to its low prediction rate.



Overall, by looking at Figure 7, Figure 8, Figure 9, Figure 10, Figure 11 and Figure 12, due to the use of the k-fold cross-validation method, we can observe interesting facts about the compared predictors. The models reach peak performance at different values of k: the PPM model reaches the highest coverage for k = 5, while the DBN reaches it at k = 3, showing that the DBN model can converge optimally with a smaller size of training dataset. The LSTM model does not seem to be affected that much by the values of  k , especially k = 2, where the metrics of the other methods drop significantly, especially in the case of the models where the mood variable is included. The downside of the LSTM is that the metrics of accuracy and coverage are very low and they do not improve by increasing the training size. For k = 6, the accuracy and the coverage decrease for the Markov, PPM, and DBN models, indicating an overfitting problem.




5. Conclusions


In this work, the DBN was studied as an assembly step predictor. The utilization of the DBN in an assembly assistance station for the guidance of the workers is an original contribution. The DBN was optimally configured and compared with other existing prediction methods in terms of prediction accuracy, prediction rate, and coverage. The DBN-based assembly prediction method was validated on a dataset composed of the assemblies and the human characteristics of 68 trainees and will be integrated into the control system of an existing manual assembly training station. The evaluation results have shown that the DBN is able to provide the highest prediction accuracy, with 50% of its predictions being correct, at the expense of a lower prediction rate (51%) and coverage (26%). As we are interested in including the best performing assembly modeling method into our human-oriented assembly assistance system, we intend to further study the applicability of the A* algorithm and hidden Markov models. Finally, the method with the best preliminary results will be validated in an industrial environment. In this case, we expect a simplification in the data gathering of user characteristics, human workers having their own profile with no need for questionnaires. The factory workers must be familiarized with the assembly assistance system before using it in the manufacturing process. Moreover, an industrial context allows a large amount of real-world data to be continuously collected that will improve the prediction accuracy by continuous learning for a certain product. For each new product, a new encoding is necessary. This implies that the proposed method must be applied separately for each product. Any modification in feature significance due to the larger dataset will not require changes to any of the above-mentioned algorithms.
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Figure 1. The assembled product from front, back, and perspective. 
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Figure 2. A directed acyclic graph (DAG) representing the factorization (Equation (2)). 






Figure 2. A directed acyclic graph (DAG) representing the factorization (Equation (2)).



[image: Applsci 12 00985 g002]







[image: Applsci 12 00985 g003 550] 





Figure 3. A Bayesian network with the five variables that influence the next assembly step. 
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Figure 4. The proposed DBN architecture with the evolution of the mood and the assembly state of the tablet. 
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Figure 5. A temporal Bayesian network representation of a Markov process of order 1. 
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Figure 6. The flow of the experiment. 
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Figure 7. Prediction rate without the mood variable through k-fold cross-validation. 
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Figure 8. Prediction accuracy without the mood variable through k-fold cross-validation. 
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Figure 9. Coverage without the mood variable through k-fold cross-validation. 
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Figure 10. Prediction rate with the mood variable through k-fold cross-validation. 
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Figure 11. Prediction accuracy with the mood variable through k-fold cross-validation. 
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Figure 12. Coverage with the mood variable trough k-fold validation. 
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Table 1. Feature significance.
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	Feature
	F-Value
	p-Value





	Assembly Experience
	0.00079
	0.97762



	Age
	0.10553
	0.74631



	Stress level before the assembly
	0.36950
	0.54535



	Hungry
	0.55439
	0.45917



	Under influence of medication
	0.69261
	0.40827



	Preferred hand
	2.40527
	0.12570



	Gender
	2.86426
	0.09528



	Sleep quality
	2.87701
	0.09456



	Eyeglass wearer
	3.99500
	0.04975



	Height
	6.98954
	0.01023
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