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Abstract

:

Currently used decision support systems allow decision-makers to evaluate the product performance, including a net present value analysis, in order to enable them to make a decision regarding whether or not to carry out a new product development project. However, these solutions are inadequate to provide simulations for verifying a possibility of reducing the total product cost through changes in the product design phase. The proposed approach provides a framework for identifying possible variants of changes in product design that can reduce the cost related to the production and after-sales phase. This paper is concerned with using business analytics to cost estimation and simulation regarding changes in product design. The cost of a new product is estimated using analogical and parametric models that base on artificial neural networks. Relationships identified by computational intelligence are used to prepare cost estimation and simulations. A model of product development, production process, and admissible resources is described in terms of a constraint satisfaction problem that is effectively solved using constraint programming techniques. The proposed method enables the selection of a more appropriate technique to cost estimation, the identification of a set of possible changes in product design towards reducing the total product cost, and it is the framework for developing a decision support system. In this aspect, it outperforms current methods dedicated for evaluating the potential of a new product.
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1. Introduction


The shorter product life cycles result in increasing product variety in contemporary businesses. Moreover, the time-limited new product development (NPD) and scarce resources force companies to manage NPD projects more carefully. Increasing competition and customers’ requirements impose continual product introductions on the market. Some studies of new product performance have shown that about two third fail within 2 years after launch, about 80% fail, and about 90% fail to return the cost of capital [1]. Product launch before competition, customer satisfaction, and controllable costs are prerequisites for the product success. If the total costs related to NPD, production, and after-sales service are unacceptable for decision-makers, then they can prefer to acquire information of feasible changes in product design that could reduce the costs involved in the whole product life cycle. The product design stage seems to be an effective way to fulfill market demands such as a shorter time to launch, product variety, and reduction of material and energy consumption. Consequently, the NPD process is one of the most important issues in today’s businesses.



The cost of an NPD project includes identifying customer preferences, generating ideas of a new product, its designing and testing. Prototype tests are usually a comprehensive process that requires the majority of the NPD budget. On the other hand, prototyping costs are slight (if not negligible) in comparison to the total cost of production [2]. The unit production cost is mainly related to materials, labor, and energy consumption. Nevertheless, the number of prototype tests affects product reliability, and finally, the costs of defective products in manufacturing and after-sales service. Poor reliability of a product can reduce customer satisfaction and enlarge the cost of warranty repairs. Therefore, the trade-off should be found between the NPD cost and costs related to manufacturing and after-sales service. These costs also depend on the quality of material used in manufacturing, including material density and strength. Consequently, the relationships between materials used, prototype tests, defective products, and costs are sought.



In the product design stage, analogical, and parametric techniques are mainly used to cost estimation [3]. Dependencies between variables can be recognized using parametric models that base on multiple regression analysis and computational intelligence techniques. These techniques include, among others, artificial neural networks and neuro-fuzzy systems that are successfully used in the field of production, marketing, distribution [4,5,6]. The use of these techniques in the context of NPD have been presented to forecasting new product success and cost estimation [7]. The contribution of this study is to present the use of business analytics, including computational intelligence techniques, to identify dependencies within materials parameters, number of prototype tests, defective products, and repairs in the warranty period. These dependencies affect costs in the whole product life cycle, from product design, through production process, to after-sales service.



Dependencies identified by computational intelligence techniques are used not only to cost estimation of a new product, but also to search for feasible variants of changes at the product design stage. These changes aim to reduce the total cost of a new product. Recognition of feasible changes requires the specification of variables, their domains and constraints, including the above-mentioned dependencies. The considered problem can be specified in terms of a constraint satisfaction problem (CSP) that can be solved using constraint programming (CP) techniques. CP provides effective search strategies that reduce time needed to solve a wide range of combinational problems. In the aspect of NPD, the CSP paradigm has been mainly used in the field of product design [8,9]. The use of CSP paradigm to cost estimation has been presented within the NPD cost, advertising cost, and unit production cost in [10]. This study develops previous research in the context of using the CSP paradigm to finding the trade-off between the cost of product development and the costs related to production and after-sales service. As a result, the contribution of this study is an extension of a cost estimation model towards involving the variables related to product design (e.g., material properties, prototype tests), production process (e.g., the number of defective products), and after-sales stage (e.g., the number of repairs in the warranty period). The cost of testing prototypes of a product increases directly in the number of tests, but at the same time, it can reduce the cost of defective products in manufacturing and after-sales service.



Currently used software solutions dedicated to planning an NPD project provide information of the predicted project cost [11,12]. However, if the company’s resources (e.g., the project budget, project team members) are scarce to manage an NPD project according to schedule, project managers may be interested in acquiring information about possible changes to complete the project within admissible resources. Moreover, the total cost of a new product can have an unacceptable level for top executives. Current software solutions do not support project managers in identifying feasible variants of project completion, for which the desired level of the cost is sought. The proposed approach provides foundations to develop a decision support system with the use of computational intelligence in order to build parametric estimation model and simulate a possibility of reducing the total product cost. The paper aims to elaborate an approach for estimating product cost and simulating its reduction through changes in the product design stage. The product cost refers to the whole life cycle of a product including product development, production, and after-sales service. Considering that the production cost usually constitutes the majority of the total product cost, this study mainly focuses on the production process, trying to identify changes at the product design stage that affect cost reduction in manufacturing.



Current methods of planning an NPD project use a procedural approach, in which an NPD model is built for a specific problem, and the process of designing the model ends when the structure of the model is sufficient to solve the problem. By contrast, in a declarative approach a single NPD model is developed, and it can be used to formulate various NPD-related decision problems [10]. A declarative representation of an NPD model provides a framework for applying effective techniques towards reducing the search space of possible solutions. This is particularly significant in the case of many decision variables with large domains which have to be involved in simulations. Using a declarative representation of an NPD model, decision-makers obtain more scenarios of feasible NPD project performance than they would if using traditional scenario analysis that includes the basic, optimistic and pessimistic variants. Moreover, decision-makers may acquire variants of NPD project performance which is something new and unexpected for them. This is particularly important in multi-project environments, where resources are shared [10].



This study develops previous research [7,10] towards using the declarative approach to search for changes in product design that could be reduced the total product cost. The novelty of this research is twofold: specifying a model of the NPD project and company’s resources as a set of variables and constraints, and designing a method of developing a decision support system dedicated to cost estimation and simulation of cost reduction. The proposed method uses computational intelligence techniques to identify complex relationships among data, and constraint programming to effectively search for possible solutions. As a result, the proposed approach outperforms others in the extent of combining analogical and parametric cost estimation, as well as simulation of cost reduction.



The paper is organized as follows: Section 2 presents a literature review, including description of the product design stage, the total product cost, and business analytics in product development. Section 3 describes problem specification in terms of a CSP and a method of cost estimation and identification of possible variants of cost reduction. The applicability of the proposed approach is illustrated in Section 4. Finally, conclusion and further research is presented in Section 5.




2. Literature Review


2.1. The Product Design Stage


Product design requires using specific methods to improve its efficiency, and consequently, reduce the cost of this stage. Conceptual design is the key factor in development of new products and redesign of existing products [13]. Generally, conceptual design refers to selecting an appropriate solution principle from various alternatives in order to link it to each product function component. Conceptual schemes are generated to satisfy design requirements towards combining solution principles for different function components without violating a set of constraints [14]. One of the most popular tools for conceptual design is morphological matrix. This tool involves many factors referring to task-related factors (e.g., complexity of product, and vagueness of initial engineering requirement) and decision-related factors (e.g., the expertise and diversity of design engineers, and the methods for aggregating judgments) [15]. Data and information for this phase come from experiences and subjective judgments of the design team and customer requirements regarding, for example, high reliability of a product.



Product conceptual design can be supported by matrix-based methods (e.g., quality function deployment, design structure matrix) and computer-based methods (e.g., genetic algorithms) [13]. Quality function deployment makes a framework for improving product design, among others, in the aspect of reducing project and product cost and time, and better communication of cross-functional teamwork, increasing customer satisfaction and market share [16]. The design structure matrix captures existence and strength of an interaction between design tasks or parts of a product [17]. Computer-based methods use computational intelligence and multi-agent systems to solve problems with the large size of the domain and frequently changing structure [18]. Big data analytics improves deficiency of other methods through using real data instead of predicted or simulated data, and consequently, it quantifies external and internal uncertainties in the product design process [19]. The use of big data analytics is growing for the better data-driven decision making [20]. Data analytics provide a cost-effective way to obtain users’ information of products that can be easily collected and used for product improvement [19]. This research develops predictive and prescriptive analytics for the product development process.



The product design phase begins the product life cycle, and consequently it affects other phases, including the impact on the material and energy consumption, unit production cost, and product price. The placement of product design in the product life cycle from a perspective of sustainable manufacturing is illustrated in Figure 1.



Sustainable manufacturing aims to obtain a trade-off between environmental, social, and economic dimensions to meet stakeholder requirements and achieve a competitive advantage [22]. An environmental dimension can be considered in terms of prevention of environmental damage, land conservation, emissions, and energy reduction. A social dimension concerns the relationship between stakeholders within and outside an enterprise. In turn, an economic dimension affects quality and productivity, delivery on time, innovation, and cost [23]. Assessment for the above-mentioned dimensions refers to environmental impact reduction, and it can be considered from an eco-efficiency perspective [24].




2.2. The Total Product Cost


Each phase of the product life cycle generates the costs related to product management. The cost of new product development includes market research, labor cost regarding team members’ salaries in the different phases of product development, material and energy used to manufacturing prototypes and product trial, their tests, as well as the cost of machine utilization, and external services, if any. Costs of production refer to job preparation, machine utilization, manufacturing, assembly, and quality assurance. The unit production cost includes costs related to material, labor, energy used in the production process, as well as overhead cost that can be assigned to a product. The sales and marketing costs contains advertising campaigns, shipping, and handling costs related to packing, carrying, and installation [25]. After-sales service is related to warranty costs, product remanufacturing, and product disposal, if any.



Figure 2 illustrates cost values in a typical product life cycle. At the beginning, there is only the cost related to product development. After product launch, production and marketing cost occur that usually depends on the sales volume. There is also the after-sales cost that can occur during product usage or after removal of the product from the market. It is worth noting that production and after-sales cost are much larger than the development cost.



The product designers are forced to obtain a trade-off between cost, product quality and functionality, and as a result, to develop a product by minimal cost and suitable customer satisfaction. This requires a proper cost product management in the phase of product design that is a techno-economic process [26]. Decisions in the design phase significantly affect product development and life cycle costs. Consequently, product design determines the majority of the manufacturing cost and product usage.



There are many methods dedicated to cost estimation and optimization of the total product cost and customer satisfaction. Cost estimation methods can be divided into four groups [27]: intuitive, analogical, analytical, and parametric. Intuitive methods use past experience of an estimator. Analogical methods estimate the cost of new products using similarity to previous products. Analytical methods estimate the cost of a product by decomposing product development into elementary tasks with known cost. In turn, parametric methods estimate the cost of a new product from parameters that significantly influence the cost. This research is concerned with parametric cost methods.



Cavalieri et al. [28] propose another classification of cost estimation methods that are categorized into analogy-based techniques, parametric models and engineering approaches. Analogy-based techniques are qualitative estimation methods based on an analysis of similarity between the new product and existing products. Parametric models include an analytical function of a set of variables which are usually related to some features of the new product (e.g., dimensions, materials used) and which are thought to have a significant impact on NPD project performance. Parametric estimation techniques may be based on regression analysis [29], artificial neural networks [10,30], fuzzy logic systems [31,32,33], or hybrid systems such as neuro-fuzzy systems [5,34] and genetic algorithms [35]. Engineering approaches are predicated on a detailed analysis of product features and the manufacturing process. For example, the cost of a new product is calculated in this approach as the sum of the resources used to design and produce each component of the product (e.g., raw materials, labor, equipment). As a result, the engineering approach is best used in the final phases of product development, in which the product and the manufacturing process are well defined [28].



Prasad et al. [36] have proposed a multi-objective optimization model that integrates the methodologies of quality function deployment, value engineering, and target costing. Their model is applied to optimize customer satisfaction and the total product cost using goal programming. Park et al. [37] have specified product attributes that can be used to estimate the product life cycle cost. A product attribute list includes, among others, durability, materials, performance, functionality, assemblability, price, product liability, distribution volume, and lifetime. They have used a feed-forward artificial neural network with backpropagation to estimate the maintenance cost in the usage phase. Artificial neural networks have also been successfully used to estimation of the NPD and unit production cost [10,38].




2.3. Business Analytics in Product Development


The goal of business analytics is to allow organizations to provide meaningful insight, support management decisions related to business performance, and finally, gain a competitive advantage [39,40,41]. Business analytics refers to the extensive use of data, acquired from different sources, statistical and quantitative analysis, explanatory and predictive models in order to drive decisions and actions to proper stakeholders [42]. Business analytics is mainly divided into three groups [41,43,44]: (i) descriptive analytics, answering to questions such as “What has happened?” and “Why did it happen?”; (ii) predictive analytics, answering to questions “What will happen?” and “Why will it happen?”; (iii) prescriptive analytics, answering to questions “What should we do?” and “Why should we do it?”. Descriptive and predictive analytics refer to pattern identification in the past and future, respectively. To identify relationships between variables, there are usually used statistical analysis (including linear regression, logistic regression, support vector regression), and machine learning (including artificial neural networks, decision trees, clustering-based heuristics). Prescriptive analytics suggest (prescribe) the best decision options in order to take advantage of the predicted future using large amounts of data. It can be considered from two perspectives of human intervention: decision support (e.g., by providing recommendations) and decision automation (e.g., by implementing the prescribed actions). To solve this task, it uses optimization algorithms, artificial intelligence techniques (including evolutionary computation, logic-based models), and simulations (including what-if scenarios, sensitivity analysis, risk assessment) in a probabilistic context in order to provide adaptive, automated, constrained, time-dependent, and optimal decisions [41,45].



New product development is related to many factors that affect its success or failure. These factors can refer to a product (e.g., its functionality, quality, innovativeness), a company (its development, top management support, access to resources), and a market (its saturation, the strength of competition, client attitudes). Business analytics can support decision-makers in evaluating the potential success of a new product, throughout identifying relationships between features of a product, company, and market, and their impact on the predicted sales revenue and cost of a new product. The use of big data analytics in determining product development success, including the aspect of data quality assessment is presented in [46]. Ali et al. [47] have investigated the impact of using big data analytics (including the aspect of management capability, technology capability, and business knowledge) on sustainable product development, and finally, on organizational performance. Jank et al. [48] use artificial neural networks to identify the relationships between product line and portfolio indicators (inputs, e.g., product performance, risk factor, lifecycle balance) and corporate objectives (outputs, e.g., profit, market penetration, customer satisfaction). They have chosen neural networks due to their properties (ability to predict future development by analyzing past datasets, explicit and precise predictions, adaptability to differently structured datasets) that are most suitable compared to other prescriptive analytics techniques [49]. Klein et al. [50] have proposed a model of using product usage information, product structure information, and engineering knowledge to support product development. They have used advanced analytics (machine learning and simulation models) to apply design automation for modifying CAD model, compute future values of time-series data items, associate groups of data items, identify recurring sequences, recognize, and compute relations between data items (regression analysis).





3. A Data-Driven Approach to Reducing the Total Product Cost


3.1. Problem Specification


The proposed approach allows the decision-maker to identify the prerequisites which must be fulfilled in the phase of project design and prototype tests to reduce the total cost of a new product. A number of admissible variants of the NPD project performance depends on domains of variables and constraints. Relationships between variables can be identified on the basis of previous experiences with similar NPD projects. As a result, parametric models can be used to evaluate the potential of a project (the cost and revenue of a new product), as well as to verify the existence of possible changes in the phase of project design and prototype tests towards reducing the total cost of a new product to the level accepted by the decision-maker.



The presented problem can be described throughout the specification of variables, their domains, and constraints. This research proposes the problem formulation in terms of CSP that offers significant flexibility within the addition/removal of variables or constraints, and consequently, a simultaneous recalculation towards finding a new set of available solutions, if there are any. A problem specified in a CSP consists of [51]:


(V, D, C)



(1)




where:



V is a finite set of n variables {V1, V2, …, Vn};



D is a finite set of discrete domains {D1, D2, …, Dn} related to variables V;



C is a finite set of constraints {C1, C2, …, Cm}.



Each constraint is treated as a predicate that can be seen as an n-ary relation defined by a Cartesian product D1 × D2 × … × Dn. The solution to the CSP is a vector (D1i, D2k, …, Dnj) related to the assessment of the values of each variable that satisfy all constraints C. In general, constraints may be specified using analytical and/or logical formulas [51].



The variables refer to the product life cycle and company’s resources. A set of variables and constraints has been defined according to the authors’ experience. Nevertheless, a literature analysis also indicates the similar specification [25,37,52]. To use a parametric approach to cost estimation (V1, V14, V15, V18), a few variables (V5, …, V13) are chosen for their relevance to the problem (including strong impact on the cost) and controllable features, i.e., a company can use them to identify a set of their values, which satisfy all constraints and reduce the total product cost. The following set of variables for estimating the product development, production, and after-sales cost has been specified:



V1—product development cost (in thousand €);



V2—production cost (in thousand €);



V3—after-sales cost (in thousand €);



V4—unit production cost (in €);



V5—number of employees involved in product design and prototype tests;



V6—duration of product design (in months);



V7—number of prototype tests;



V8—number of product components;



V9—amount of materials used to manufacture a unit of a new product;



V10—time needed to manufacture a unit of a new product;



V11—time needed to job preparation;



V12—number of workplace units in assembling and processing a new product;



V13—density of material used to manufacture a unit of a new product;



V14—material cost per unit of product;



V15—labor cost per unit of product;



V16—energy cost per unit of product;



V17—overhead cost per unit of product;



V18—warranty cost per unit of product;



V19—number of sold products (in thousands);



V20—number of defective products (in thousands);



V21—number of repairs in the warranty period;



V22—product price (in €);



V23—sales revenue of a new product (in thousand €).



There are the following constraints regarding the available quantity of resources in a company and technical parameters of a new product: the budget of a product development project (B, in thousand €), total number of employees involved in an NPD project (E), deadline of product launch into the market (D, in months), and margin of a new product (M). The set of constraints and relationships is as follows:


V1 ≤ B



(2)






V5 ≤ E



(3)






V6 ≤ D



(4)






V22 − V4 − V17 ≤ M



(5)






V1 = f(V5, V6, V7, V8)



(6)






V2 = (V4 + V17) ∙ (V19 + V20)



(7)






V3 = V18 ∙ V21



(8)






V4 = V14 + V15 + V16



(9)






V14 = f(V5, V6, V7, V8, V9, V13)



(10)






V15 = f(V5, V6, V7, V8, V10, V11, V12)



(11)






V18 = f(V5, V6, V7, V8, V13)



(12)






V23 = V19 ∙ V22



(13)







The model formulated as a CSP includes the technical parameters of a new product and company’s resources. The problem can be solved through finding the answers to the following questions:




	
What is the total product cost (including product development, production, and after-sales cost)?;



	
What values should the variables have to reduce the total product cost?








The above-described problem can be specified as a CSP and effectively solved using CP techniques which include constraint propagation and variable distribution. Constraint propagation prunes the search space using constraints. Propagation techniques aim to achieve a certain level of consistency, and accelerate the search procedures to reduce the size of the search tree [51]. The declarative nature of CP is particularly useful in applications where it is enough to state what has to be solved without saying how to solve it [51]. The use of the CSP paradigm can also serve as a platform for specifying other problems (e.g., a project selection problem), and it is a well-suited framework for developing a decision support system.




3.2. A Method of Developing a Decision Support System


A proposed method includes four stages: (1) data collection from the previous NPD projects that are similar to a new project, (2) determination of estimation models, (3) use of these models to cost estimation, and (4) simulation towards finding changes in product design that allow to reduce the total product cost. Figure 3 illustrates a framework for the proposed decision support system that uses analogical and parametric models to estimate the cost and constraint programming to reduce the search space and verify the possibility of reducing the total product cost.



Data regarding products, their design, NPD project performance, sales, costs, etc., were stored in enterprise databases related to enterprise resource planning (ERP) system, computer-aided design (CAD), computer-aided engineering (CAE), computer-aided manufacturing or quality system. In the first stage, databases were considered as a potential source of useful information to evaluate the potential of a new product. Of course, a new product should be similar to past or existing products to obtain reasonable evaluations. Only these products were selected for analyis that were in the same product line as a new product, and that were the most similar products to a new product using the similarity value. The identification of the most similar product was especially useful in the case of finding a solution to the problem appeared in the phase of NPD. Case-based reasoning is widely used in product design, for example, in reducing time needed to NPD project completion [53]. The most similar products to a new product were retrieved from an enterprise database using the similarity function and similarity value that was calculated as the arithmetic average of similarity functions for all features. The similarity function was determined as follows:


  s i m  (   f i P  ,  f i R   )  = 1 −    |   f i P  −  f i R   |    max (  f i  )    



(14)




where   s i m  (   f i P  ,  f i R   )   —the similarity function of the i-th feature between the value of the new product    f i P    and the value of the retrieved product    f i R   .



In the next stage, dependencies were determined and used to cost estimation within product development, production, and after-sales service. The dataset was divided into learning and testing sets to verify the quality of estimation models. This study considered the use of parametric techniques, in which the cost was estimated using parameters that significantly affect the cost and they can be controlled by a company (e.g., the number of project team members, product components, and prototype tests). Relationships between variable are determined using back-propagation artificial neural networks (ANNs). ANNs are a powerful technique for solving complex approximation and classification problems. Their properties included high generalization capability, robust design, and ability to handle the incomplete data and to train and tune their parameters depending on a dataset and learning algorithm [5]. The use of ANNs offers advantages over ability to learn and identification of complex nonlinear relationships. The quality of the obtained results was compared using the mean absolute percentage errors. The cost was estimated using a more suitable model: analogical or parametric depending on the less error in the testing set.



The last stage of the proposed method refers to the simulation and searching for changes in product design towards reducing the total product cost. The size of the search space depends on the number of decision variables, their domains, and constraints that link variables and limit a set of admissible solutions. An exhaustive search always finds a solution if one exists, but its performance is proportional to the number of admissible solutions. Therefore, an exhaustive search tends to grow very quickly as the size of the problem increases, which limits its usage in solving many practical problems. As a result, there more effective methods are needed for the space search and identifying solutions, if any. This study proposed a constraint programming technique to efficiently solve the considered problem modeled in terms of a CSP.



Sensitivity analysis has been proposed in order to identify factors that have the strongest impact on the net present value (NPV). Companies are able to control their costs in a higher grade than sales revenue. As a result, this analysis allows the decision-maker to select the cost that significantly affects the NPV, production, and after-sales phase. An NPV analysis evaluates the present value of future inflows (V23) and outflows (V1, V2, V3). The NPV illustrates the sum of discounted cash flows (CF) received in t time periods at the interest rate r:


  N P V =   ∑   t = 0  n    C  F t       (  1 + r  )   t     



(15)







Sensitivity analysis allows decision-makers to assess the impact of sales- and cost-related factors on the NPV. The greater impact of costs on the NPV, the more important information for decision-makers, since small changes in costs can significantly improve the NPV.





4. An Example of Business Analytics for New Product Performance


An example aims to illustrate the use of the above-presented method towards supporting decision-makers at the early stage of NPD in obtaining cost estimation of a new product and simulations regarding possibilities of cost reduction. The product cost was critical factor in evaluating the potential of a new product, and selecting the most promising product for introducing on the market. The dataset used in the analysis referred to 32 past or existing products that are in the same product line as a new product. There were four output variables (V1, V14, V15, V18) related to costs of a new product. The values of input variables were retrieved from the NPD project specification (V5, …, V7) and preliminary product specification (V8, …, V13). The input variables were selected to parametric models of cost estimation, considering their significant impact on the specific cost and controllable features. For instance, the number of prototype tests was assigned by project managers, and the increase of prototype tests could boost the NPD cost; however, through product quality improvement it could also reduce the warranty cost, and finally, the total product cost. Decision-makers would be interested in obtaining answers to the question of directions of the most advantageous changes that can be carried out at the early stage of NPD and improve new product performance.



4.1. Descriptive Analytics


An analogical approach was based on the identification of the most similar previous products to a new product. Data stored in enterprise databases referred, among others, to material properties, such as material density and strength related to a specific part of a new product, its shape, weight, size, and material consumption. The use of CBR allowed us to not only identify the most similar past product to a new one, but also allowed a project team to retrieve a way of the problem solution that has taken place in the past similar situation, for example, for identifying the reason of failures in the manufacturing process, and possible ways that have been taken to reduce these failures in the past. This approach supports the user in selecting the most similar existing products to a new product, considering a database for products belonged to the same product line. Table 1 presents an example for calculating the similarity function (SF) and similarity value (SV) for the most similar past and new product.


SV = (93% + 92% + 88% + 93%)/4 = 91.5%



(16)







Similarity values are calculated for each product from the same product line as a new product. Table 2 illustrates the list of the most similar products that are ranked in the descending order according to their similarity values.



After selecting the most similar past product to a new one, the costs, sales volume, average price of a new product, etc., were forecasted at the same level as for the past product.




4.2. Predictive Analytics


Predictive analytics is concerned with identifying dependencies between variables related to the NPD project and products specification, and the specific cost (including the cost of NPD, material, production, and warranty per unit of product—V1, V14, V15, V18). These dependencies have been identified using feedforward artificial neural networks (ANNs). The data were divided into two sets—learning (25 cases) and testing (7 cases) to evaluate the quality of an estimating model. In this study, a multilayer ANN was trained using the back-propagation algorithm and weights optimized according to the Levenberg–Marquardt algorithm (LM) and gradient descent momentum with adaptive learning rate algorithm (GDX). The neural network structure was determined in an experimental way, via the comparison of errors in the learning and testing set for the different number of layers and hidden neurons. The mean absolute percentage errors (MAPEs) were calculated as the average of 50 iterations for an ANN structure reaching 50 hidden neurons. Experiments conducted for different number of hidden layers indicate the tendency to overfit the learning data and worse performance in predicting the cost compared to the use of one hidden layer of neurons. Therefore, the architecture of ANNs consists of one hidden layer of neurons. Moreover, the experiment results show that the increase of hidden neurons results in overfitting of an ANN model, and the optimal number of hidden neurons is between 20 and 25. Figure 4 illustrates the comparison of MAPEs calculated in the testing set using the parametric estimation technique (ANNs), analogical estimation technique (AET), and arithmetic average (AVG).



The ANNs trained according to the LM algorithm obtained the least MAPEs in the testing set for estimation models regarding the cost of material (V14), production (V15), and warranty (V18), whereas the ANNs trained according to the GDX algorithm for estimating the cost of NPD (V1). An ANN with the minimal MAPE was used to the specific cost estimation by providing the values of input variables to the trained ANN. The estimated cost of NPD was estimated at 192 thousand €, the cost of materials per unit of product reaches 12.5 €, production cost—42.7 €, and warranty—1.4 € per 1000 sold products. There was the two-year projected period of product life cycle, for which the total discounted cost of a new product reaches 1137 thousand €, and the NPV—420 thousand €.



Let us assume that the total product cost does not satisfy the decision-maker who wants to reduce the cost to 1100 thousand €. To solve this task, the problem is reformulated into the following question: Are there any values of input variables for which the expected total product cost is fulfilled?




4.3. Prescriptive Analytics


Prescriptive analytics consists of two parts using: (1) a constraint programming technique to identify a set of possible solutions; and (2) a sensitivity analysis for changes in the selected decision variables.



4.3.1. Identifying Possible Variants of Reducing the Total Product Cost


A set of possible variants is identified using a CP that specifies decision variables, their domains, and constraints, including dependencies between variables. These dependencies refer to, among others, the duration of product design, the number of prototype tests, density of materials, and the specific cost (V1, V14, V15, V18). In the previous subsection related to the predictive analysis, the phase of product design was evaluated at 5 months, the number of prototype tests on 80 cycles, and density of materials on 290 units. The domains of the selected variables to analysis are as follows: D6 = {5, 6, 7}, D7 = {80, 81, …, 100}, D9 = {250, 251, …, 290}. It is worth noting that the variables in the model are specified in a discrete manner to solve the above-described problem using variable distribution and constraint propagation embodied in constraint programming. Consequently, the domains consist of integer numbers and the simulation step is related to the increase of these numbers by one for each variable separately. The number of possible solutions depends on the number of variables, their granularity in domains, and constraints. For example, the granularity of V9 (the amount of material used for manufacturing a new product) is in grams. The decrease of granularity for this variable (specified in milligrams) results in a more extensive search space to find possible solutions. In this study, the domain of variable V9 has been set for the granularity, by which the constraint programming techniques can be smoothly used.



The above-described problem was implemented in Mozart/Oz software that includes the programming paradigms, such as logic, functional, imperative, object-oriented, concurrent, constraint, and distributed programming. The advantage of a CP is related to its components related to constraint and distributed programming which are able to effectively solve many practical problems, for example, timetabling and scheduling problems, including optimization problems in production and distribution [54,55].



The identified relationships indicate that the increase of duration of product design and number of prototype tests can, to some extent, reduce the number of defective products, and as a result, reduce the cost of production and warranty, and finally, improve the customer satisfaction and loyalty. The criterion of selecting the best variant is the total product cost (TC = V1 + V2 + V3).



Table 3 presents a few possible variants of changes in the values of variables, for which the total product cost is less than the desirable level.



The set of possible solutions informs the decision-maker about changes that can be made during the stage of product design towards reducing the costs in production and after-sales service.




4.3.2. A Sensitivity Analysis for Evaluating the Net Present Value


The sensitivity analysis investigates the impact of seven variables on the projected net present value (NPV) from a new product. These variables are related to the costs of a new product, its price, and the anticipated sales volume. The costs include the phases of NPD, production, and after-sales service. The unit production cost consists of costs related to materials, labor, and energy used in manufacturing.



Figure 5 presents the sensitivity analysis for the above-mentioned variables changed at 10%. The strongest change was related to product price, for which the decrease at 10% reduced the NPV at 41% or the increase at 10% improved the NPV at 41%.



Sales volume and product price depend on the market properties, mainly customers and competitors’ strength. As a result, companies may control their costs in a higher grade compared to sales revenue. Among costs, the most significant impact on the NPV has the cost of materials that is the main factor of the unit production cost.



Table 4 presents a 10% change in the unit production cost and its impact on the total NPV. The reduction of the unit production cost of 10% increase the NPV of 4.71%, if other parameters are unchanged.



The scenario analysis can be developed towards changes in more than one parameter (e.g., material cost, warranty cost, unit price, and sales volume), indicating then the cumulative impact of a few variables on the NPV.






5. Conclusions


The presented approach supports NPD decision-makers in evaluating the total cost of a new product using analogical and parametric estimation models. Parametric cost estimation is based on artificial neural networks that identify relationships between input and output variables. Input variables refer to a product and its manufacturing process, whereas output variables to costs, including NPD, material, labor, and warranty repairs. The identified relationships are used not only to cost estimation but also towards improving the process of designing product and manufacturing. Dependencies between the material density, material consumption or prototype tests can influence a number of defective products, affecting not only the NPD cost, but also the cost of manufacturing and after-sales service.



The relationships identified by computational intelligence techniques were used not only for cost estimation, but also to search for the possibility of changes in product design, by which the cost was reduced, or the target cost was reached. If the estimated total cost of a new product has an unacceptable level for decision-makers, then they can be supported by simulating feasible changes in product design that reduce the cost of production and warranty repairs. The proposed model encompasses the product specification and company’s resources, and it is formulated in terms of a constrain satisfaction problem that includes decision variables, their domains, and constraints. Problem solution requires searching for the values of variables (e.g., material properties and prototype tests), by which the total product cost is reduced. The use of the CSP paradigm serves as a well-suited framework for developing a decision support system.



An additional advantage of the proposed approach also refers to the possibility of specifying other problems in terms of a CSP. For instance, a project selection problem can be formulated as a CSP, by adding appropriate variables and constraints. If there are considered for developing a few NPD projects in more than one product line, then decision-makers may be supported in project selection using multicriteria decision analysis, including identification of weighting parameters for evaluation criteria. The selection of an optimal project portfolio of new products can depend not only on sales- and cost-related factors but also on the strategic management of a business. For example, a costly and time-consuming NPD project of creating innovation can be more advantageous for a company from the strategic perspective than less expensive product customization. However, it is worth noting that the majority of companies modify their existing products instead of developing them anew.



The use of parametric modeling requires collecting enough amounts of data related to similar products what can be seen as a limitation of the proposed approach. Moreover, the specification of several parameters to build and learn artificial neural networks, as well as the implementation of constraint programming techniques can be counted as other limitations. Future research directions refer to identification of the impact of a number of decision variables, their granularity, and constraints on the time needed to obtain solutions, and the effectiveness of using constraint programming techniques. Furthermore, future research could focus on adding non-financial criteria for evaluating the potential of a new product.
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Figure 1. Product life cycle from a perspective of sustainable manufacturing (source: adapted from [21]). 
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Figure 2. Costs related to different phases of a typical product life cycle. 
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Figure 3. A framework for the proposed decision support system. 
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Figure 4. Comparison of MAPEs for estimation models. 
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Figure 5. Tornado chart for changes in NPV. 
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Table 1. Similarity functions between the past and new product.
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	Feature
	fP
	fR
	SF





	Number of components
	0.75
	0.82
	93%



	Product size
	0.66
	0.74
	92%



	Product weight
	0.54
	0.66
	88%



	Material consumption
	0.82
	0.75
	93%
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Table 2. A set of the most similar products.
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	Product
	SV (%)
	NPD Cost (Thousands)
	Material Cost
	Production Cost
	Energy Cost
	Overhead Cost





	P2001730
	91.5
	183
	11.83
	43.59
	2.25
	17.52



	P2200081
	89.8
	210
	9.77
	37.90
	2.21
	17.52



	P2001175
	89.1
	156
	10.63
	47.18
	2.32
	17.52



	…
	…
	…
	…
	…
	…
	…
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Table 3. A set of possible variants of reducing the total product cost.
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	Values of Variables
	TC





	V6 = 7, V7 = 98, V9 = 290
	1099.54



	…
	…



	V6 = 7, V7 = 98, V9 = 284
	1098.83



	V6 = 7, V7 = 99, V9 = 288
	1099.77



	…
	…



	V6 = 7, V7 = 99, V9 = 281
	1099.05



	V6 = 7, V7 = 100, V9 = 285

…
	1100.00

…



	V6 = 7, V7 = 100, V9 = 278
	1099.28
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Table 4. Scenario proposal for changes in the unit production cost.
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	Scenario
	Unit Production Cost
	Change in Cost
	Total NPV (Thousand)
	Change in Total NPV
	Change in Total NPV (%)





	Optimistic
	38.4
	−4.27
	439.8
	19.8
	4.71%



	Basic
	42.7
	0
	420.0
	0
	0%



	Pessimistic
	47.0
	4.27
	400.2
	−19.8
	−4.71%
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