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Featured Application: Modeling and simulation of manufacturing systems for their management
and control, considering all the related areas, flows, and factors, in digital twin models for opti-
mized regulation of process stability and quality with maintenance strategies for future indus-
trial service-related business models.

Abstract: Historically, manufacturing system researchers and managers have often failed to consider
all the areas, factors, and implications of a process within an integrated manufacturing model. Thus,
the aim of this research was to develop an integral modeling approach for manufacturing processes
in order to assess their status and performance. For this purpose, a novel conceptual model consisting
of an integral definition of areas and flows is applied. As a result, manufacturing systems can
be modeled, considering all related flows and decision-making options in the respective areas of
production, maintenance, and quality. As a result, these models serve as the basis for the integral
management and control of manufacturing systems in digital twin models for the regulation of
process stability and quality with maintenance strategies. Thus, a system dynamics simulation model
is developed for a metallurgical process. The goal of the simulation model is to provide a digital
manufacturing system regulated with different maintenance, quality, and production strategies in
order to secure quality and delivery service. The results show how the monitoring of all flows
together with the optimal strategies in the quality and maintenance areas as a result of a regulated
system can enable companies to increase their profitability and customer service level. In conclusion,
the applied simulation case study allows better decision making, ensuring continuous optimization
along the manufacturing asset lifecycle and providing a unique selling proposition for equipment
producers and service engineering suppliers, as well as for production and assembly companies.

Keywords: integrated manufacturing model; manufacturing process management and control;
quality management; maintenance management; system dynamics; simulation; digital twin;
Industry 4.0; metallurgical case study

1. Introduction

Although a considerable amount of research has already been conducted in the field of
production management, manufacturing companies are still facing major challenges as a re-
sult of unexpected failures. Due to the increase in technical maturity, today’s manufacturing
industry is also confronted with a large amount of data. In this context, production systems
need to introduce sustainable alternatives based on new technologies to identify distur-
bances within the production system at an early stage and even prevent them before they
occur [1]. Data mining technology brings new breakthroughs to failure prediction toward
reducing machine downtime, optimizing resource utilization, and increasing production
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volume with a potential reduction in maintenance costs [2]. Most of the machine processes
that we know today are very specialized, depending on their parts and interrelationships.
In this context, a type of system that deserves much more attention is the large systems
built of parts that have many states of equilibrium [3]. The demand for adaptable manu-
facturing systems has increased in the past years due to the constant market changes [4].
Moreover, the joint impacts of decisions belonging to different production areas that are
traditionally considered in isolation, such as logistics, maintenance, and quality, are dif-
ficult to predict [5]. In this regard, digital twins (DT) are a proven tool to support the
evaluation and control of manufacturing systems [5], helping to increase the flexibility
and robustness of unexpected conditions [6] of the manufacturing system. At the same
time, if it is combined with computing capabilities, networking, and physical processes, it
can provide new functionalities to the management processes and support systems that
will help organizations to have better and more automated architectures [7]. Moreover, a
DT model allows one to represent the current status of the manufacturing system and to
perform real-time optimizations, decision making, and predictive maintenance according to
the actual condition of the system. Research on digital twins is still at the initial stage, and
there is a need for future research [6] that requires real-time synchronized simulations of the
production system operations to be fully proven [8]. Whereas an independent simulation of
certain aspects of product and manufacturing planning is possible, the integral simulation
of complex manufacturing processes involves high costs as well as a high time expenditure,
as, in general, an interoperability between heterogeneous IT (information technology) tools
is not given [9]. Moreover, current manufacturing has not achieved the level of Industry
4.0, although many researchers and companies are working on this topic. Every current
manufacturing system is able to cover some of the concepts of Industry 4.0 [10]. There are
several models pursuing Industry 4.0′s integration into a company using different maturity
models such as web-based, self-assessment tools, etc. A well-known architectural model
is The Reference Architectural Model Industry 4.0 (RAMI 4.0) [11]. The RAMI 4.0 was
developed in 2015 consisting of several layers, hierarchical levels, and the product lifecycle
representing the value stream [12]. RAMI 4.0 provides a holistic view for all the important
aspects of Industry 4.0 that are needed by different stakeholders and gives general guide-
lines for the whole organization but does not prescribe a specific modeling approach [13].
Therefore, this research pursues to apply a novel methodology for modeling and assessing
manufacturing systems and processes suitable to consider all relevant elements of any
system and process under Industry 4.0 environments [14]. Therefore, while the RAMI 4.0
developed a holistic consideration for the implementation of Industry 4.0, the methodology
and specific application developed in this paper provides general guidelines, areas, factors,
and parameters to be considered and modeled to assess any process and, by aggregation,
any manufacturing system applicable to specific use cases, such as those related to Industry
4.0 manufacturing environments.

However, there is still a long way to go to improve manufacturing to the required
level [15]. Thus, there is a need for the research on how to model self-organized manufac-
turing systems, deduce their dynamic behavior, and develop appropriate control methods.
However, the theories on self-organized systems are not mature, and the complex system
research remains a hot topic [16].

Consequently, the control of manufacturing processes is a challenge for researchers
and practitioners. In this regard, the fourth industrial revolution pursues to transform
manufacturing processes and their management. Thus, the aim of this research is to
provide an integrated manufacturing model aligned with the fourth industrial revolution
by considering all relevant areas and factors influencing the manufacturing process and
its output indicators, including product quality and the manufacturing system. In this
context, a novel methodological approach is applied in a system dynamics simulation
model with a digital twin concept approach. As a result, the simulation of a manufacturing
process model serves as a guide model for the fourth industrial revolution, as it applies
the combined methodology of cybernetics and system dynamics modeling. Furthermore,
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knowledge of the impacts of flows and their factors on target indicators and stability is
helpful, as this fundamental information allows one to develop maintenance and quality
plans, which enable the prediction of critical factors in the process. This makes it possible
to reduce operational risks by generating preventive maintenance plans for the different
flows related to the manufacturing process. The model and its systematic application
allow one to predict the outcomes of the process based on input variables, and it is used
to increase the planning capability and, therefore, process stability, as well as continuous
optimization of the expected variables based on real data. Key indicators and their target
values can therefore be managed and controlled in effective and efficient ways—effective
because the model allows one to regulate the process in order to converge the target values,
and efficient because it can do so by optimizing resources and time, thereby allowing
them to converge, while considering a certain level of risks of the action. This ensures
continuous optimization along the machine lifecycle, providing a USP (unique selling
proposition) for equipment producers, service engineering suppliers, and production and
assembly companies. As a result, the proposed approach, together with the potentials
of the fourth industrial revolution, enables companies to increase their profitability and
customer service level as the study provides a simulation tool that can support the activities
of equipment producers, service engineering suppliers, as well as for production and
assembly companies.

2. Methodology, Fundamentals, and Materials
2.1. Methodology

In this paper, the methodological approach is as follows:

• Literature research on the manufacturing process, manufacturing system, elements,
flows, parameters, system dynamics, simulation, and the integrated manufacturing model.

• Design of a case study for the metallurgical industry to test a novel conceptual model
for modeling and assessing manufacturing systems. After developing the conceptual
model, it is applied to a simulation case study using system dynamics. The case study
consists of a metallurgical process from steelmaking to finishing steps. In addition, the
simulation model is developed using system dynamics. Based on the simulation study,
the interrelationships and impacts of manufacturing areas and factors are analyzed
and described.

• Execution of simulation experiments for a comparison of the conceptual model with
other manufacturing models in different demand and variability element scenarios.
The objective is to determine what the effects of the integrated manufacturing model
are and how it can improve the relevant key performance indicators based on a com-
plete consideration of factors, thereby allowing the prediction of variability elements
and their probability, and enabling an effective definition of preventive maintenance
plans for all related flows.

• Interpretation of results and derivation of implications and use cases for managers
and technicians.

• Critical reflection of the research performed, and outlook of potential future research
based on the findings of paper.

2.2. Manufacturing Model

Reschke and Gallego-García (2021) developed a model for manufacturing systems
that aims to break down the elements, areas, and flows of a manufacturing process [14].
This approach is applied in this research, and it is based on the following elements:

• Input: information, material, money, and energy flows.
• Process: the capital equipment status and the impacts of human resource functions,

information flows, and related maintenance activities.
• Regulation mechanisms: maintenance management and control, quality management

and control, process design and optimization, and the order flows that are the decisions
that influence the system from both the current and future states.
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• Finally, the output areas are the information, material, money, and energy flows
obtained because of the manufacturing process and the related transformation from
the input to the output item. Furthermore, an important output is the quality control
of output according to quality requirements. Moreover, the main goal of logistics is
to be able to provide the right products in the right quantity and quality with full
information at the right time and at the right place [17].

2.3. Manufacturing Process Simulation and Digital Twins

In order to face demands for higher complexity, a more detailed planning of the design
and manufacturing of the products by using simulations and other IT tools is key to fulfill
the demand requirements. Thus, a holistic manufacturing simulation represents an ab-
straction of the essential characteristics in a digital model that enable to derive statements
concerning practices and properties of systems. The use of digital models in production
processes is described by the term of virtual production, which specifies a “mainstreaming,
experimental planning, evaluation and controlling of production processes and plant by
means of digital models” [9]. Virtualization means that organizations are able to monitor
their physical processes by collecting sensor data linked to virtual plant models and simula-
tion models. Thus, a virtual copy of the physical world is created [18]. However, nowadays,
a continuous flow of information is available only with the application of customized
architectures to overcome the problem of heterogeneity involving high costs, and this is the
main reason why small and medium-sized enterprises (SMEs) usually have no integration
of all available data into a system [9]. In this regard, there are several software applications
throughout the product lifecycle, including design, analysis, simulation, process planning,
etc. In addition, with a cloud structure, software is easily maintained and utilized on a
cloud server, enabling version updating, maintaining, and integrating remotely [19].

These are digital representations based on semantic data models that allow running
simulations in different disciplines. Research on digital twins is still at the beginning, and
there is a need for future research works on relevant industrial applications to investigate
and demonstrate the wide range of applications and benefits where the DT could express
their potential [8]. At operational level, digital twins (DT) have been proven to be useful
in supporting the evaluation and control of manufacturing entities. DT can be used to
digitally represent products, single-stage machines or processes, or, less often, multi-
stage manufacturing systems, being particularly relevant when DT is integrated into
in-process control loops, as presented in for process quality improvement. Using DT for
decision support, together with predictive engineering, leads to the capability of proactively
addressing changes by exploring possible future scenarios and choosing the best available
option that optimizes target objectives [5].

2.4. Materials

The following sources, methods, and tools were used to perform the research:

• Books, conferences, and articles from the literature research.
• System theory and cybernetics: Cybernetics can be considered part of systems theory.

Both sciences deal with essentially the same subject; however, system theory focuses
on the development of systems, while cybernetics explores the control and operation
of systems [20]. The general object of consideration in cybernetics is systems. These
systems are defined by a number of objects that are mutually connected through
dynamic relationships and common properties. The boundary of a system is subjective
in nature and must be defined by the observer [21]. Cybernetics deals with all forms
of behavior, insofar as they are regular, determinate, or reproducible. As a result,
it cares about what a system can perform [22]. On the other hand, there are two
different cybernetic approaches to how to study a system: first-order and second-order
cybernetics. First-order cybernetics study a system as if it were a “thing” that can be
observed, manipulated, and separated. Second-order cybernetics, on the other hand,
treat that system as an agent with its own entity that interacts with another agent, the
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observer [23]. A fundamental component of cybernetic systems are control loops, in
which constant parameters are kept within the system. Under a control loop, there is
an evolution of the effects that originate through the feedback of output factors in input
factors [24]. In this way, control loops allow systems to be able to regulate themselves
by comparing target and actual values through feedback mechanisms. In this research
paper, the model is a system in which the interrelationships among the flows and
different models are developed based on a model without regulation, a model with
first-order cybernetics regulation, and with a second-order cybernetics regulation.

• Modeling is the representation of a real-world scenario by a mathematical expression
and/or a simplification of the real-world system. Simulation uses a model to generate
data, and these data can then be analyzed [25]. Simulation allows companies to assess
how decisions should be made and the optimal time to make them. Therefore, these
analyses can assist in determining whether certain decisions are wise or not, acting as a
decision supporting tool [26]. The use of simulation for manufacturing system design
and analysis is recognized by scientists and industrial managers [27]. Simulations will
be used more extensively in manufacturing operations to make use of real-time data
to copy the physical world in a virtual model, which can include machines, products,
and humans, thereby optimizing machine availability, increasing quality, as well as
reducing production failures and improving decision making quality [6].

• System dynamics simulation: This type of continuous simulation is chosen over
discrete simulations, such as discrete-event or agent-based modeling, due to its high
abstraction level that represents global causal dependencies with aggregates and
feedback dynamics supporting the integral assessment and selection of strategic
alternatives of a manufacturing system.

• Simulation software: There are different software packages on the market that enable
system dynamics modeling [28]. Out of them, VENSIM (Ventana Systems) simulation
software was selected for this research.

• Data bases served as input data for simulation.

3. Simulation Model Development

The aim of this study is to apply a novel methodological modeling concept for the
assessment of manufacturing operations. The purpose is to develop a simulation model
based on the concept generating transparency regarding the areas, flows, and factors
involved, as well as the predictive, preventive, and corrective measures to deal with
potential failure modes of the system. The goal of the model is to satisfy product quality
requirements with excellence in operational efficiency. Moreover, the simulation model
seeks to serve as a basis for digital twin models and systems for assessing, managing,
monitoring, and for improving decision making in manufacturing systems. Furthermore,
in literature, there are integrated manufacturing models; however, the focus of different
areas, flows, and parameters provides the novelty of the presented model.

3.1. Delimitation of the Model

Reschke and Gallego–García (2021) developed a holistic model that serves as the
basis for the integral management and control of manufacturing systems in digital twin
models [14]. It is advantageous to perform “total” simulations and assess performance
against many different indicators [29]. The purpose of this paper is to apply the conceptual
model with a specific approach for modeling and simulating a case study holistically. In
this context, the application of the conceptual model pursues this goal to provide a “total”
simulation with multiple options and parameters that provide a global evaluation and
support tool for managers and planning employees addressing the challenges of managing
and controlling manufacturing processes with all potential elements of the fourth industrial
revolution. The model can be applied to any manufacturing process in operation for the
monitoring of all factors affecting its operation, product output, and quality. As a result,
this research provides a framework for managers explaining how to design manufacturing
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process models, simulations, or tools of different complexity levels for planning, controlling,
and/or optimizing purposes, considering a set of integrated key indicators.

3.2. Model Development Steps

A system is an arrangement of given elements that interact with one another [30].
Models are abstractions and simplifications of reality [31]. In addition, the factory is to be
understood as a complex sociotechnical system, the optimal performance of which only
results from the interaction of the individual elements [32]. The steps performed to apply
the novel concept in a simulation case study for a metallurgical manufacturing system
based on the digital twin concept are as follows:

1. Manufacturing process modeling for Industry 4.0;
2. Analysis of interrelationships and generation of a casual loop diagram (CLD);
3. Methodology for the application of the conceptual model to assess specific manufac-

turing processes;
4. Definition of key performance indicators (KPIs);
5. Simulation logic definition for the assessment of manufacturing systems and processes;
6. Description of simulation models;
7. Definition of simulation scenarios;
8. Validation of the simulation model;
9. Extraction of simulation results and their interpretation.

The simulation pursues to provide an integrated manufacturing management system
to improve decision-making processes, enabling sustainable operations with consideration
of the related elements of the fourth industrial revolution. As a result, production and
maintenance management for manufacturing and assembly systems are holistically moni-
tored and improved, allowing the optimization of industrial services over their lifecycle.
Therefore, product quality can be controlled by regulating the manufacturing operation
modes and variability sources with the support of IT systems and communication tech-
nologies. For this purpose, a digital twin model of the manufacturing process, allowing
iterative modeling and simulation with real or generated data, is required to utilize all of
the conceptual model potentials.

3.3. Manufacturing Process Modeling for Industry 4.0

From the perspective of the control engineer, the smart factory can be viewed as a
closed-loop system [16]. Figure 1 depicts the difference between the traditional production
lines and the smart factory production system. The traditional production line aims to
produce a single type of product [16] in an input–output process without a controller or self-
regulation; that is, the process is not closed, but one end serves as the input and the other
end serves as the output, and the machines are deployed along the line [16]. The first-order
cybernetic principle adds an independent controller to the manufacturing process, but the
communication between machines is seldom and there is no self-optimization. By contrast,
the smart factory production system aims to process multiple types of products [16] with a
self-optimizing production system.
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Figure 1. Manufacturing process for Industry 4.0: from input–output to second-order cybernetics
(own elaboration based on [33]).

3.4. Interrelationships and Casual Loop Diagrams (CLDs)

Between the areas and factors of any manufacturing process are mutual or directional
impacts. Table 1 depicts the interrelationships among areas. In this table, the columns
are influenced by the lines; that is, the lined areas influence the columns according to the
legend below the table.

Table 1. Interrelationships among areas.

No. Areas Money InformationMaterial Energy Personnel MaintenanceProcess Equipment Output
1 Money X
2 Information [X] X X X X X X X
3 Material (X) X X
4 Energy (X) X
5 Personnel (X) X X
6 Maintenance (X) X
7 Process (X) (X) (X) (X) (X) X

8 Capital
Equipment (X) (X) (X) X

[X]: Before manufacturing activities related to the asset. X: Related to manufacturing activities before/during
manufacturing operation. (X): Feedback of the system related to manufacturing activity.

The interrelationships between factors are depicted in Figure 2.



Appl. Sci. 2022, 12, 2095 8 of 23Appl. Sci. 2022, 12, x FOR PEER REVIEW 8 of 23 
 

 

Figure 2. Casual-loop diagram (CLD) for the manufacturing process factors. 

4. Manufacturing Process Case Study 

This section consists of the application of the different approaches for the modeling 

of the manufacturing process within Industry 4.0 environments, i.e., from input-output 

processes to second-order cybernetics and the self-regulation of systems. Moreover, this 

section provides a development of how the different flows affecting and in relation with 

a given manufacturing process can be modeled and simulated, attending to a predefined 

set of key performance indicators. 

4.1. Design of the Case Study for A Metallurgical Process 

Firstly, the modeler must define a time horizon and units of time. It is easy to carry 

out this step by asking to what extent the simulation should be considered. In the case of 

this study, it was decided to simulate one working year to evaluate influences in the short 

and medium term. The simulation was performed with 250 time periods, each represent-

ing one production day. 

Secondly, the manufacturing system structure was set to apply the conceptual model 

and to be able to simulate it under certain conditions. The structure consists of a steel-

making manufacturer producing shot-peened round bars. As shown in Figure 3, the pro-

cess starts at the EAF (electric arc furnace), followed by the secondary metallurgy, rolling 

process, heat treatment process, as well as finishing and inspection processes. The system 

consists of warehouses of raw materials and finished products in addition to their pro-

duction facilities. Finally, end-customers are at the end of the chain receiving the products 

shown in Figure 3. 

 

Figure 3. Manufacturing system of the metallurgical case study (own elaboration). 

Figure 2. Casual-loop diagram (CLD) for the manufacturing process factors.

4. Manufacturing Process Case Study

This section consists of the application of the different approaches for the modeling
of the manufacturing process within Industry 4.0 environments, i.e., from input-output
processes to second-order cybernetics and the self-regulation of systems. Moreover, this
section provides a development of how the different flows affecting and in relation with a
given manufacturing process can be modeled and simulated, attending to a predefined set
of key performance indicators.

4.1. Design of the Case Study for a Metallurgical Process

Firstly, the modeler must define a time horizon and units of time. It is easy to carry out
this step by asking to what extent the simulation should be considered. In the case of this
study, it was decided to simulate one working year to evaluate influences in the short and
medium term. The simulation was performed with 250 time periods, each representing
one production day.

Secondly, the manufacturing system structure was set to apply the conceptual model
and to be able to simulate it under certain conditions. The structure consists of a steel-
making manufacturer producing shot-peened round bars. As shown in Figure 3, the process
starts at the EAF (electric arc furnace), followed by the secondary metallurgy, rolling process,
heat treatment process, as well as finishing and inspection processes. The system consists of
warehouses of raw materials and finished products in addition to their production facilities.
Finally, end-customers are at the end of the chain receiving the products shown in Figure 3.

Figure 3. Manufacturing system of the metallurgical case study (own elaboration).
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Third, general assumptions were made to answer the research question, thereby
allowing a reduction in model complexity. The following assumptions were applied to all
scenarios and models of the case study:

• The product is a finished/sale product after the final inspection process.
• The orders have only one product type, shot-peened round bars.
• Demand level is based on customer orders, and it is the same for the same scenario in

the different simulation models.
• The manufacturing system follows a make-to-order production system.
• The manufacturing system initiates the simulation with work-in-progress (WIP) units

along the production steps and warehouses.
• There is no transport limitation or transport means limitation in the different stages.
• Replenishment times between stages at the beginning of the case study have the same

distribution over the period considered.
• Order information along the manufacturing system is available.
• Demand is not known, but historical data for all customers are available one day after

orders are placed.
• Customers do not leave the company or order more if the last orders are not met on time.
• At the beginning, all employees have the same experience and have the same capacity

to perform warehouse activities.
• Production capacity is always between a minimum and a maximum, given a capacity

per shift and the number of employees, if no decision has been taken during the
simulation. The minimum and maximum production capacities per shift are the same
for all models at the beginning of the simulation study.

• Storage capacities have a maximum level, and it is the same for all models at the
beginning of the simulation.

• Products do not suffer any kind of problems/failure in their transportation from the
production facility to the customers.

• Packaging is performed in the production facility.
• Safety stock levels change as required for the target service level. The target service

level is calculated based on the reorder point method.
• Monetary means to finance the manufacturing process are assumed as given.

As a fourth step, the exogenous variables as inputs to the model are described. The
following are used in the case study:

• Market demand is defined by values read from a database outside of the model.
Demand defines the evolution of customer orders.

• Production capacity has a maximum of 4000 units per day in three shifts at the
beginning of the simulation. During the simulation, the capacity levels of the different
production processes within the manufacturing system are affected by the information
received, the material available, the energy supply, the quantity and qualification of
personnel and capital equipment, and the monetary capability.

• Storage capacity at the beginning of the simulation is 3000 units.
• There are three working shifts at the beginning of the simulation.
• Personnel capacity at the beginning of the simulation is 1200 employees.
• The replenishment times are set at the beginning of the simulation and do not change

over the simulation period.

4.2. Key Performance Indicators (KPIs) for the Case Study

The main reasons for organizations to undertake activities is to save money, increase
profit, and influence other important factors, such as quality, delivery time, and delivery
reliability, which are essential for competitiveness [17]. The results will be quantitative,
allowing for the evaluation of the response according to the key performance indicators of
defining parameters of a specific scenario, process efficiency indicators, product indicators,
and economic parameters.
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Parameters referring to a specific scenario are those that define the scenario itself, and
they are exogenous variables:

• Cumulated demand (tons): this represents the cumulated demand to be satisfied in a
certain period:

Cumulated Demand (tons) =
n

∑
t=1

Demand at time period, (1)

• Information availability (% information needed): this represents the information
received of the total information needed to manufacture the production orders in a
certain period:

In f ormation availability (% information needed) =
In f ormation available (tons)
In f ormation needed (tons)

, (2)

• Material procurement reliability (% material needed): this represents the available
material input of the total of material input required to produce the orders planned in
a certain period:

Material availability (% material needed) =
Material available (tons)
Material required (tons)

, (3)

• Energy availability (% energy needed): this represents the available energy input of
the total of energy input required to produce the orders planned in a certain period:

Energy availability (% energy needed) =
Energy available (tons)
Energy required (tons)

, (4)

• Capital equipment (% capital equipment needed): this represents the available capital
equipment of the total of capital equipment required to produce the orders planned in
a certain period:

Capital Equipment Availability (% capital equipment needed) =
Capital equipment available (tons)
Capital equipment required (tons)

, (5)

• Personnel availability (products): this represents the available staff of the total of
human resources required to produce the orders planned in a certain period:

Personnel Availability (% personnel needed) =
Personnel available (tons)
Personnel required (tons)

, (6)

Process efficiency indicators refer to the efficiency parameters that are needed to reach
the required satisfaction rate and service level:

• OEE (overall equipment effectiveness): This is a well-known measurement method
that combines availability, performance, and quality for the evaluation of equipment
effectiveness in the manufacturing industry [34]. The OEE index machine stands in
comparison with an ideal machine that always runs at full speed and capacity, while
at the same time producing good quality products [25]. Although the data of overall
effectiveness of equipment seem very simple, extracting useful information from a
series of calculations is an important and difficult task [35,36].

OEE = Availability× Per f ormance × Quality, (7)

• The next three rates are used for both the manufacturing system and process step:
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# Availability factor: In detail, the availability factor measures the time loss due
to breakdowns, set-up, adjustment, and other stoppages [19]. It is traditionally
calculated using Nakajima’s [37] formula as shown below [34]. However, in
this paper, it is calculated as a multiplication of the areas availabilities.

∅ Availability =
Net Available Time− Downtime Losses

Net Available Time
× 100%, (8)

# Performance rate: This takes into account “speed loss”. Reasons for this can
be substandard materials, operator inefficiency, and job conditions. Then,
performance is determined as follows [38]:

∅ Performance =
Operating Time− Speed Losses

Operating Time
× 100%, (9)

# Quality rate: Quality considers “product loss”, which is determined as fol-
lows [38]:

∅ Quality =
Net Operating Time− De f ect Losses

Net Operating Time
× 100%, (10)

• Average WIP stock (products): This is the average stock after production until reaching
end customers. Inventory is also one of the most important drivers in a distribution
network [16]:

∅ Average WIP stock (products) = ∑n
t=1 Stock at the warehouses at time t

∑n
t=1 t

(11)

• Labor productivity (tons/(employee*day)): This is the output with quality for each
employee per day:

Labor productivity
(

tons
employee ∗ day

)
=

Production (tons)
Employees ∗ days

, (12)

• Process capability (Cpk): The Cpk is an index that measures how close a process is
running to its specification limits compared to the natural variability of the process.
The larger the index, the less likely it is that any item will be outside the specifications.

Cpk = Min (Cpl, Cpu), (13)

Cpl =
Mean − LSL

3 ∗ Std.dev,
, (14)

Cpu =
USL − Mean

3 ∗ Std.dev
, (15)

Product indicators refer to the parameters that are needed to reach the required
satisfaction rate and service level of the end customer:

• On-time delivery (OTD) (%) [39]: This represents the percentage of quantity delivered
on time for a certain period. It is a quantity-oriented KPI that describes the customers’
demand percentage that could be satisfied directly from stock in a certain period [40]:

OTD (%) =
∑n

t=1 Tons delivered on time
∑n

t=1 Tons ordered
× 100% (16)
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4.3. Simulation Logic for Assessing the Manufacturing System

To assess a manufacturing system, first, it is necessary to determine the state of the
manufacturing process, i.e., its areas, factors, and parameters, based on real data if possible.
For this purpose, it is required to map the manufacturing system and its process and
to identify which of the areas and factors of the conceptual model, money, information,
material, etc., are involved and in which interrelationships among them. Secondly, an
organization should understand how the manufacturing system evolves over time. In this
regard, Figure 4 provides how the system develops from a certain system state n to a system
state n + 1. As shown in the figure, a manufacturing system state is defined by its levels, i.e.,
the amount of money, information, material, energy, personnel, and capital equipment that
the system has in the moment, as well as the output indicators of the system in the latest
periods. On this basis, the system generates an order flow, which consists of the decisions
that initiate change from state n to state n + 1. As a result, the manufacturing system state
and the output indicators of period n + 1 are determined by the system state at time n and
the decisions or order flow related to the levels, self-optimization, or/and goal adjustments
determining the output indicators. On the basis of this second step, the manufacturing
organization can identify what the order flow is, i.e., which and how decisions are currently
made and how the different manufacturing states and output indicators are determined.

Figure 4. Manufacturing system state in different periods: decisions from stock and flows.

After determining how the system evolves over time, the third step is to identify the
priorities of the system in which an improvement toward the goals can be achieved to
focus on activities with higher impact on the overall manufacturing system. In this context,
bottlenecks in manufacturing processes are a widely known and investigated phenomenon.
The resource with the lowest threshold limits the performance of the overall system [41].
Moreover, the American Production and Inventory Control Society (APICS) defines a
bottleneck as an asset, function, department, or resource whose capacity is smaller or
equal to the faced demand [42]. These definitions can be applied to all company processes.
Bottlenecks can appear in several dimensions, e.g., capacity, material, or information,
and lead to the employment of various approaches that are able to identify and evaluate
different types of bottlenecks [41]. Based on this definition, each of the areas and flows
directly influencing the manufacturing process, money, information, material, energy,
personnel, and capital equipment could be the system bottlenecks, as the lack of or reduced
availability of them can make it impossible to initiate or perform the manufacturing
process or can reduce the availability, performance, and quality of the process. From the
resource perspective, each kind of manufacturing capability requires support from the
related manufacturing resource [19]. Figure 5 shows how the state of a manufacturing
process at any given time depends on six different flows and their specific states. As a
result, the availability of a manufacturing process depends directly on the availability
and capabilities of the associated flows for any given process. Therefore, by analyzing
the flows and the process state in each time period and in the historic perspective, it
can be determined which of the related flows and resources is affecting the availability
and performance of the manufacturing process. Thus, applying the methodology and
parameters depicted in Figure 5, it can be determined which area, factor, or parameter is
reducing the overall manufacturing system availability or has an impact on the process
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or other areas. Parameters such as MTBF (mean time between failures) and MTTR (mean
time to repair) for each of the areas in the sense of the disruptions that they can generate
on the process can help to identify which areas or factors require measures to ensure their
availability. By assessing these areas and factors over a certain period, the probability
of each of them affecting the manufacturing system and, therefore, the area or factor of
priority can be defined.

Figure 5. The manufacturing process element tree: state and indicators (own elaboration).

Because of the third step, the model provides the following statement:

“For a manufacturing process to take place, it is needed to secure the money
flow; it is fundamental to prepare and provide the necessary information about
the management and technical conditions of the process, including the technical
parameters, the energy needed, and the material input required. Moreover, it is
key to describe and coordinate the availability of the required human resources
in quantity and qualification as well as to describe and provide the necessary
capital equipment, such as machine and tools”.

The previous sentence can be described logically for a certain period as follows:

i f money is needed then i f available = 1;
i f in f ormation is needed then i f available = 1;
i f material is needed then i f available = 1;
i f energy is needed then i f available = 1;
i f personnel is needed then i f available = 1;
i f capital equipment is needed then i f available = 1;

As a result, the following formula will lead to the manufacturing system availability:

System Availability (%)
= Money Availability× In f ormation Availability
×Material Availability × Energy Availability ×
×Personnel Availability× Capital Equipment availbility
×100%,

(17)

The previous conditions first determine whether the resource area is needed; if yes,
then it is determined if it is available as required, and if no, then the process regarding this
resource is prepared. By conducting this for all resources, it can be determined whether
the manufacturing process can initiate and perform its activity with all of the resources
needed. If any of the resources are not available or are not available as required, then the
consequences should be assessed for each specific manufacturing process. The impacts
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can differ from not being capable of executing the process to having an influence on
performance, availability and/or quality.

Moreover, the impacts of the different flows and a lower availability of one should
follow the logic described in the CLD of Figure 5 and depend on those relationships and
on the specific application. In addition, the availability check will determine the activities
in each period of the system. For each intended task of the system, the availability of
the different flows required for the activity are analyzed, and based on their values and
impacts, the output of the model is determined working as an iterative loop that repeats
every period. Furthermore, to identify the availability over time, it can be assessed by the
multiplication of the resource area availabilities in the case in which the availabilities are
independent of those from the others.

4.4. Simulation Models

The aim of this study is to use simulation models, which, due to the application of the
novel methodology, enable a reduction of complexity to the essential elements as a result
are available to be developed in a systematic way, allowing a large number of different
models to be calculated simultaneously in a short period of time. This creates a reliable
prediction for the production controller, on which they can make reliable decisions. Thus,
people are optimally supported in planning and controlling production, and, ultimately,
the efficiency of production is increased [43]. The three scenarios can be differentiated by
the following characteristics on the basis of the manufacturing process system modeling
explained in Figure 1:

1. Manufacturing process system modeling as explained in Figure 1:

a. Input–output process without controller or regulation: This characteristic im-
plies that the model will not change its behavior depending on the system
status or target KPIs. The logical and mathematical formulations that govern
the transformation of the inputs into outputs of this model are defined and do
not change over the simulation period.

b. First-order cybernetics: The process of controlling the system with an integrated
control that changes the model behavior with a determined pattern, i.e., within
a given framework or policy for transforming inputs into outputs, it can modify
parameters to meet target objectives; however, it cannot adapt the controlling
policies of the system behavior.

c. Second-order cybernetics: regulate the system behavior with an integrated
control that can change its patterns based on the system status, targets, and
self-optimization options, i.e., the model can change its policies in differ-
ent areas such as maintenance, quality, etc., to adapt itself to achieve the
intended objectives.

2. Maintenance policy: Describes the maintenance strategy applied in all production
steps of the metallurgical case study:

a. Corrective: defines a model in which maintenance activities are performed
when there is a breakdown that implies a production stop in the process.

b. Preventive: describes a model that realizes maintenance activities in fixed
intervals to prevent breakdowns from occurring and having an impact on
the system.

c. Predictive: a policy in which intervals depend on a forecast of maintenance
needs and, therefore, generating activities in variable maintenance intervals
depending on the prediction.

3. Quality control: reflects the consideration of product quality output and how the
adjustments to achieve the target product quality are performed:

a. Without adjustments: independently of the quality output, the system does
not change.
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b. With adjustments: depending on the quality output, model parameters change
with a fixed pattern.

c. Predictive adjustments based on self-regulation: depending on the quality
output and prediction of quality rate, model parameters change.

4. Areas in focus: pursues to compare a classical approach in which the material flow
was mainly the only flow affecting the manufacturing system and process availability
versus an approach in which all flow areas related to the manufacturing system are
considered and monitored:

a. Only material flow area is in focus: implies that material is the only flow area
with monitoring and action derived from its status.

b. All areas are in focus: this means that money, information, material, energy, per-
sonnel, and capital equipment will be monitored and treated with equal procedures.

Based on the previous four characteristics, the following simulation models can be
described as shown in Figure 6:

I. Classical simulation model: consists of 1a, 2a, 3a, and 4a;
II. Integrated manufacturing simulation model: consists of 1b, 2b, 3b, and 4b;
III. Integrated manufacturing simulation model with regulation: consists of 1c, 2c,

3c, and 4b. Self-optimization aims to combine the advantages of cybernetic and
deterministic models to design systems that are able to change their internal state
or structure endogenously according to changes in the external conditions [33].

Figure 6. Simulation models (own elaboration).

4.5. Scenarios

Scenarios for the simulation case study are based on different customer demands,
as well as on different disruption patterns for the different manufacturing flows over
one year with 250 periods of working days. Different scenarios with various demand
patterns, as well as disruptions for the difference flows, were simulated. As a result, all
of them show the same trend between the three models. Therefore, the results are shown
exemplarily for one scenario for the three simulation models. However, to analyze different
policies and effects as a result of the variation of relevant parameters, further simulations
were performed for the IMR model as, for instance, different disruptions patterns in the
different flow areas were simulated such as disruptions in the information flow related to
the manufacturing system. Moreover, different process parameters affecting the quality
of the final product were considered such as the shot density of the shot peening process.
These specific scenarios are discussed in Section 5.

4.6. Simulation Model Validation

Before the results from the model were extracted and interpreted, formal validation
was performed. According to Sterman [44], there are 12 possible methods for validating
system dynamic models [45]. There are three that are relevant to our models; one of them
is the extreme-value test, which was in this study. For the three models, the same input and
output variables were chosen to analyze and validate the models. These input variables
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are the number of employees and the demand. From the variation in these variables, the
following can be expected for the results to be logical and the model to be validated:

• For a lower number of employees, the OEE, the manufacturing system availability, and
the production of finished products must be lower, while more demand is delivered
with delay. This is expected as employees are the ones performing maintenance
activities among others, as well as assuring the availability of the flow areas needed
to perform the manufacturing process, and therefore, a lower quantity of employees
implies a capacity deficit to meet customer demands, i.e., less production and higher
delivery delays while the availability and OEE are lower. Figure 7 shows this behavior;
red and blue lines represent a higher and lower number of employees, respectively.

Figure 7. Simulation model validation: number of employees (own elaboration).

As the three simulation models, when performing the validation with extreme-value
tests present the logical and expected results, the three models are validated to be analyzed.

4.7. Simulation Results

As shown in Table 2, the third model presents better results than those of the second
model, and the second model presents better results for all relevant indicators than those of
the classical simulation model. The simulation results for the three models are presented in
Table 2. It shows how all three models have the same demand and, for all of them, money
availability is set as given, i.e., 100%. Furthermore, it can be seen that for all the other
flow areas, information, material, energy, personnel, and capital equipment, availabilities
increase from the classical simulation model to the integrated manufacturing simulation
model and to the model with regulation. This occurs due to the different policies applied
in each of the models as better process control, maintenance policy, quality control, and
areas in focus enhance the availability of systems contributing to a better OEE that reaches
a 74.1% for the model with regulation, in comparison with the classical simulation model
with 28.7%, showing how the policies can determine the manufacturing performance of
a system. This fact has a significant influence on labor productivity and on-time delivery
to customers that increases from 32.1% in the classical simulation model to 95.4% for the
model with regulation. This increase results from the regulation of the whole system to
meet customer demand.
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Table 2. Simulation results.

No. Key Indicator 1. Classical
Simulation Model

2. Integrated
Manufacturing

Simulation Model

3. Integrated Manufacturing
Simulation Model with

Regulation

1 ∑ Demand (tons) 608,660 608,660 608,660
2 Ø Money availability (%) 100 100 100
3 Ø Information availability (%) 91.0 93.8 95.8
3 Ø Material availability (%) 93.1 96.0 100
4 Ø Energy availability (%) 91.0 93.8 95.8
6 Ø Personnel availability (%) 93.1 98.0 98.0
7 Ø Capital equipment availability (%) 65.0 84.0 89.0
8 Ø OEE (%) 28.7 53.1 74.1
9 Ø Availability rate (%) 46.6 63.4 80.0
10 Ø Performance rate (%) 74.6 92.3 94.3
11 Ø Quality rate (%) 82.1 92.9 98.0
12 Labor productivity (tons/empl.*day) 0.91 1.86 1.96
13 Process capability (Cpk) 0.83 1.33 2.00
14 Ø WIP stock (Mio. tons) 23.7 37.8 37.9
15 On-time delivery (%) 32.1 84.3 95.4

5. Discussion

The results from the comparison of the three simulation models shows clearly how
the evolution of the theoretical concepts from input–output process to a second-order
cybernetics model provides a significant improvement in relevant key indicators, such as the
OEE, the quality rate, the performance rate, and the availability rate, leading also to a higher
on-time delivery. The simulation results also reflect how the correct definition of flows,
parameters, and their interrelationships are key elements to improve the manufacturing
system state by identifying the intervening flows and the bottleneck areas. To provide
exemplary cases of different variants within the IMR model, Figures 8–10 represent the
OEE, the availability rate, and the quality rate for different scenarios.

Figure 8. Average OEE (%) results for information flow disruptions: low, medium, and high disruptions.
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Figure 9. Average availability rate (%) results for information flow disruptions: low, medium, and
high disruptions.

Figure 10. Average quality rate (%) results for shot peening parameters: low and high average and
standard deviation of shot density.

Figure 8 represents the average OEE for three different information disruption sce-
narios, low, medium, and high scenarios. It can be observed how, for a high information
disruption level, the OEE is 5% lower than that of the low disruption scenario. As a result,
the modeling and sensitivity analysis of these disruptions can provide a syndication of the
risks related to each flow, process, and system, in this case related to the information flow.
Moreover, the OEE in Figure 8 is derived from the aggregation of, between others, the daily
availability rate of the manufacturing process.

In another case, the model developed can also support the analysis of process parame-
ters affecting product quality. For the case study, an example is the parameters of the shot
peening process for the finishing of the shot-peened round bars. Thus, Figure 10 represents
the average quality rate (%) results for a different set-up of shot peening parameters: low
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and high average and standard deviation of shot density applied to the round bars to secure
its surface product quality requirements. As it can be observed, the correct regulation and
control of the parameters can lead to significant improvements in final quality rate with
an almost 30% increase, from less than 70% in the low shot density and high standard
deviation to almost 98% in the high shot density and low standard deviation.

As a consequence of the Figures 8–10, the benefits of the approach can be derived
as a monitoring based on a digital twin model together with the assessment of different
scenarios to support the analysis of the manufacturing current state, the identification of
bottlenecks resources and flow areas, as well as the definition of appropriate measures and
policies to improve the manufacturing system state.

The methodology applied is a natural evolution of the existing methodological ap-
proaches to a modeling framework toward the fourth industrial revolution. As a result,
the proposed methodology considers more managerial aspects that can regulate the manu-
facturing process and, therefore, the complete system [14]. Liu et al. analyzed the status
of digital twin research and determined that the concept should evolve towards more
clarity and specificity and rely on industry practice to improve processing quality and
produce in an efficient, dynamic, and intelligent manner, which is not available in the
traditional method. In general, each paper focused on the development of a few digital
twin components, and the implementations were fundamentally different from each other.
All of them adapted to the needs of the respective application field using multiple tools.
Some research adopted a modeling-oriented view that stems from technical engineering
issues, aiming at simulating the precise physical behavior. Others adopted am information
management-oriented view, focusing on semantic connections and seamless information
flow. A variety of frameworks, reference models of digital twins, were proposed, but
none of them become industry consensus. As a result, it is difficult to conduct systematic
research [46]. Lu et al. (2020) performed an extensive literature review with the analysis
of nearly 500 articles related to digital twins in the engineering domain published since
2016, and the number is proliferating, together with a huge interest from the industry. R
and D (research and development) in this area needs to follow a common reference model.
A digital twin needs a standardized information model, high performance data processing,
and industrial communications to work together. The existing research on digital twins is
conceptual work, and the development of practical digital twin applications is still at an
early stage [47]. When comparing the proposed model with more recent approaches, these
have a static assessment status, a level-oriented approach, a data- and AI-focused approach,
or a dynamic approach; however, none of them provide a potential evaluation of all areas,
flows, and elements interacting in all manufacturing systems, nor the potential regulation
mechanisms to control and improve the system with an integrated, dynamic, and scalable
approach [14]. Therefore, as applied in the metallurgical case study, the benefits are that
the modeling approach enable to identify and monitor every flow related to every manu-
facturing process, thus enabling to gather all relevant data related to it, providing the base
for scalability and its aggregation for the whole manufacturing system of manufacturing
organization. The modeling methodology also supports an approach that helps to identify
and focus on the constrains of the related areas, flows, and factors enabling to optimize
resources and improve customer service. As a result, the model generates a platform for
an optimized management for any manufacturing organization, as it is a more practical,
simple, and scalable approach in comparison with other modeling methods.

Based on the above-mentioned results of the case study, managers can identify the
relevance of the different areas and flows influencing a manufacturing process and, conse-
quently, the overall manufacturing system. Thus, the monitoring, analysis, and interpre-
tation of manufacturing-related data are key activities for an optimized decision-making
that enables ulterior improvements on the manufacturing system performance, the product
quality, and the customer service level. In this context, managers must define which are the
relevant flows and parameters to be monitored, which are the methods for data treatment,
as well as how to interpret the results of data analysis in order to provide an objective set
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of alternatives and their implications for successful decision-making. For this purpose,
a digital twin model of the manufacturing system can provide the current status of the
system, while, if the digital twin is enhanced with simulation capabilities, then the current
status can foresee into its potential future states as well as with the related decisions that
are to be made to reach this point.

On the other hand, managerial decisions should be oriented to a certain target. This
target is defined as the organizational strategy and its disaggregation to the tactical and
operative levels. To meet this target, the need for the different flows is determined, and
based on this calculation, the expected potential bottlenecks for the different flows and
related parameters and resources can be derived. As a result, the manufacturing system
can prepare itself to avoid the predicted potential bottlenecks that would limit to reach the
target values aligned with the organizational strategy.

Finally, based on the research paper and the related argumentation, the importance of
such a tool, key for managers, is set. For that purpose, several steps need to be implemented
as well as performed in a rolling basis, such as:

1. Record the current state of the manufacturing system.
2. Develop a digital twin model of the manufacturing system.
3. Use the digital twin model for simulation purposes.
4. Design a systematic methodology with the goal of identifying all potential bottlenecks

that can occur for different future scenarios.
5. Derive a set of alternatives to solve the potential bottlenecks.
6. Decision-making on measures to be included on the existing action plan.
7. Follow-up of the action plan with pre-defined indicators and criteria in a rolling basis.
8. Use the comparison of real to virtual data to improve the adherence to reality of

the digital twin model by improving the interrelationships established and the
simulation capabilities.

6. Conclusions

This section is divided into theoretical, managerial, and empirical conclusions, in
addition to an explanation of the limitations of the research performed and a description of
the potential future research derived from the findings.

Theoretical conclusions: This study aimed to develop a holistic approach for the
assessment of the status and performance of manufacturing systems and processes. In
order to achieve these goals, a simulation model is successfully applied:

• A simulation modeling framework for Industry 4.0 based on second-order cybernetics
is developed.

• The interrelationships among manufacturing system areas are described.
• Managerial conclusions:
• The current challenges and opportunities for manufacturing systems, digital twins,

and manufacturing simulation were described.
• The selected conceptual model applied to digital twin models can be a key tool in

managerial decision making.

Empirical conclusions: To prove the utility of this new concept, a simulation example
for a metallurgical manufacturing system was created by applying system dynamics.
Three different models were successfully developed: first, an input–output manufacturing
process; second, a manufacturing process with a controller; third, a second-order cybernetics
manufacturing process with self-regulation. The benefits of the change from an input–
output process to a self-optimizing production system are as follows:

• Global optimization of the production system.
• Higher manufacturing system availability.
• Higher product quality.
• Higher system performance.
• Higher delivery reliability.
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• Limitations of the research work:
• Individual interactions among staff, machines, robots, and other elements were not

considered in the simulation model.
• The simulation lacks feedback of the real system with real-time data from the manu-

facturing plant.
• The complexity of the metallurgical manufacturer was partially built in the simulation

model.
• The complexity of processes such as steelmaking was not built in detail.
• The organization structure and interfaces were not considered in the simulation model.
• Certain quality requirements of the product were not considered.
• Investment and costs were assumed.
• Future research based on this study’s findings could focus on the following:
• Transferring this research method to real production systems and applying it as a

digital twin tool or an assistance tool for sales, production, quality, and maintenance
leaders by centralizing all data related to the manufacturing system, thereby allowing
the simulation of what-if-scenarios, as well as for the monitoring and assessment of
the manufacturing system state.

• Considering organization units and their communication within the simulation model.
• Improving the model based on implementation feedbacks as well as applying it to

production networks with several production plants.

In summary, this study shows the potential benefits of the conceptual approach and the
applied simulation case study, allowing for better decision-making for both manufacturing
and assembly managers and equipment and service suppliers. This ensures continuous
optimization along the manufacturing asset lifecycle. The proposed model offers an
example of how manufacturing processes can be assessed, managed, and controlled in
an integral way. As a result, the proposed methodology represents a useful tool for
organizations and managers in order to increase their efficiency, competitiveness, and,
therefore, viability over time. Furthermore, cloud computing and cloud manufacturing
offer a new opportunity for enterprises, as they allow them to transform their traditional
business models.
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