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Abstract: This paper presents a new approach to the issue of recognition and classification of
electroencephalographic signals (EEG). A small number of investigations using the Emotiv Epoc Flex
sensor set was the reason for searching for original solutions including control of elements of robotics
with mental orders given by a user. The signal, measured and archived with a 32-electrode device,
was prepared for classification using a new solution consisting of EEG signal integration. The new
waveforms modified in this way could be subjected to recognition both by a classic authorial software
and an artificial neural network. The properly classified signals made it possible to use them as the
signals controlling the LEGO EV3 Mindstorms robot.

Keywords: EEG; Emotiv EPOC Flex; NeuroHeadset; cognitive mental; LEGO Mindstorms; brain-
computer interface (BCI); motor imagery (MI), neural network; artificial intelligence

1. Introduction

An electroencephalogram (EEG) is an image of electric activity pattern coming from
the cerebral cortex. Since the electric activity of the cortex is measured in microvolts, it must
be increased many times—about a million times—to be observed on a computer screen.
Presumably, most registered signals come from the neurons in which a large number of
bioelectric phenomena, such as action potentials, post-synaptic potentials (PSP) and the
phenomenon of a long-term neuron depolarization take place. Action potentials are con-
nected with a short-term (10 ms or shorter) local current flow in an axon and a very limited
potential field. Hence, it is not likely that they are the basis of electroencephalographic
phenomena. PSP last much longer (50–200 ms) and they have a significantly larger electric
field. Therefore, it is more likely that they become main EEG generators. A long-term
depolarization of neurons or even glia may also cause changes in EEG. In a healthy brain,
neuron activation potential is propagated along the axon to the nerve ending, where neuro-
transmitters are released. However, it is the synaptic potential that is the most important
source of an electroencephalogram [1–4].

The brain-computer interface is the technology that makes a direct contact between
the brain and an external device possible. The analysis of electroencephalogram signals has
its contribution in the field of BCI technology investigations [5,6]. Principles of quantitative
electroencephalography (EEG) related to neurotherapy are discussed in [7]. The general
properties of the human EEG as well as the issues and obstacles associated with quantitative
methods are described in this work [7]. The basic principles of event-related EEG/MEG
synchronization (ERS) and desynchronization (ERD) are described in [8].

BCI technology dates back to the 1990s and though it is relatively new, it may sig-
nificantly revolutionize in the future the solutions with which people communicate with
computers and other devices. All currently commonly used methods that may be used
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by a user for giving commands to a computer are based on muscle movements [9]. Brain-
computer interfaces which use electroencephalography (EEG) have been investigated
for many years as a communication and control means for physically disabled persons.
Through trainings, people may learn to use imaginary motor movements as computer
input data or control assistive technology.

Article [10] provides review classification algorithms used to design brain–computer
interface (BCI) systems based on electroencephalography (EEG). It compares the classi-
fication algorithm for a specific BCI in terms of performance. Authors found that the
classification algorithms for EEG-based BCIs can be divided into four main categories:
adaptive classifiers, matrix and tensor classifiers, transfer learning and deep learning,
as well as other classifiers. The approach involving the use of a neural network, which was
used in this pilot study, was also discussed in these publications [10,11].

The article [12] illustrates the functions of the OpenViBE platform with two VR ap-
plications based on BCI. In the first one, users can move a virtual ball by imagining hand
movements. The second one allows control of a virtual spaceship using real or imagined
foot movements. The online tests of the application, taking into account the evaluation of
the platform computational performances, showed that it can be useful for designing VR
applications controlled by BCI.

The paper [13] presents an introductory overview of BCI platforms. The main research
focus was on the OpenViBE platform. Importantly, the results were contrasted with other
well-known BCI platforms such as BCI2000, BCILAB, Biosig and Fieldtrip. The work
considers BCI platforms as development and experimentation toolkits for researchers,
clinicians and others wish to develop BCI and related aspects. The authors described the
BCI processing steps, which consist of: signal acquisition (standardization), processing and
classification of the obtained signals, and the final feedback.

The recurrent neural network (RNN) scheme to perform the trajectory control of redun-
dant robot manipulators using remote centers of motion (RCM) constraints was proposed
in article [14]. This is an artificial intelligence approach that can be used, for example,
in surgical operations. Demonstration experiments are conducted in a laboratory setup
environment using KUKA LWR4+. Their purpose was to verify the correct functioning of
the project.

The literature review also includes a novel, multi-sensor, guided hand gesture recog-
nition system for a surgical robot teleoperation. In this case, the multi-sensor data fusion
model was used. The authors used an approach consisting of a multi-layer Recurrent
Neural Network (RNN). The network included a a long-term memory module (LSTM) and
a dropout layer (LSTM-RNN) is proposed for the classification of multiple hand gestures.
Then, the recognized hand gestures are used to perform a set of human-robot collabora-
tion tasks on a surgical robot platform. Tests have shown that classification performance
and prediction time are similar between the LSTM-RNN model and traditional machine
learning (ML) algorithms [15].

A novel multimodal fusion architecture is proposed in [16]. The goal is to calcu-
late the respiratory and exercise parameters and simultaneously identify human actions.
The research aims to understand breathing patterns during daily activities. It is possible
thanks to the development of a wearable respiratory and activity monitoring (WRAM)
system. A hybrid hierarchical classification (HHC) algorithm combining deep learning and
threshold-based methods is designed.

Emotiv EPOC Flex Gel is a relatively cheap, light, wireless BCI headset which ensures
control and effective measurement systems [17]. In the case of these investigations, an ex-
tended version of the headset with 32 electrodes, i.e., Emotiv EPOC Flex Gel, was used.
Each sensor captures four different brain waves (delta, theta, alpha, and beta) in real time.
The investigations using this device (version Flex Gel) are still very rare in spite of the fact
that it is one of the most accurate and the most complex devices of the manufacturer [18].
Emotiv EPOC Flex Gel was used, among others, in the works pertaining to the comparison
of the influence of smoothing filters on the quality of data registered with the Emotiv EPOC
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Flex Brain-Computer Interface headset during sound stimulation [19]. It was also used in
the work investigating the changes in the activity brain waves during audio stimulation
using non-invasive brain-computer interfaces [20,21]. Other investigations using the set
discussed in the paper were presented in the paper on the training system based on brain-
computer technology in the field of motor imaging [22] and the publication on recognition
of eyeball movements based on EEG [23–26]. The use of the waves marked with Greek
letters: Alpha (8–10 Hz), Beta (13–30 Hz), Delta (<4 Hz), Gamma (>30 Hz), Theta (4–7 Hz)
and Mu (8–12 Hz) is currently applied for classification of EEG frequency range. It should
be noted that the last ones strictly depend on brain activity and performance. They are also
slightly similar to Alpha waves [19,27–30].

LEGO Mindstorms EV3 set is an extensive environment for learning mobile robot
control. It offers many possibilities for each advancement level in operation of this type of
devices. Its popularity made that this system, based on the Linux operating system, can
communicate with many popular programs such as, for example, Matlab/Simulink [31].
The investigations carried out with LEGO set cover various aspects. However, there are
few investigations pertaining to full control of the vehicle built based on EV3 cube (move
forward and backward, to the right and to the left), although there are many investiga-
tions referring to the application of EEG signals and BCI technology in physiotherapy,
rehabilitation and physiotherapeutic robotics [32–34].

The aim of this research was to design a system for classifying the EEG signal in
the control of a mobile robot. When analyzing the solutions available in the literature,
an original approach was chosen. A method with filtering the raw signal followed by
periodic signal integration was designed and tested. The data obtained in this way was
classified by an artificial neural network and a proprietary expert algorithm. The resulting
data allowed to control the constructed robot. The conducted research can find many
applications, because their use is possible in the design of rehabilitation apparatus for
disabled people or supporting the movement of wheelchairs.

2. Presentation of Components, Data Acquisition Methodology and the System

The structure of the analysis and EEG signal classification system presented in this
paper consists of many components. A raw EEG signal (raw data) was registered with
Emotiv EPOC Flex Gel. The acquisition of measurements was performed with dedicated
EmotivPRO software. Figure 1 provides more information on how the classification system
works, it helps to understand its features and structure. Figure 2 shows the electrodes
configuration in the set. It also shows the research environment. Here can be seen a
participant in the study, a program (EmotivPRO) running on the computer, and the vehicle
constructed by authors based on LEGO EV3 cube.

The electrodes in Emotiv EPOC Flex Gel were named in compliance with the following
channels: Cz, Fz, Fp1, F7, F3, FC1, C3, FC5, FT9, T7, TP9, CP5, CP1, P3, P7, O1, Pz, Oz,
O2, P8, P4, CP2, CP6, TP10, FC6, C4, FC2, F4, F8 and Fp2. Table 1 shows the names of the
particular channels, which are presented on visualization from Figure 2.

Two persons took part in the investigation, who were subjected to a few hundred
tests. The signals were registered at rest and giving order to move forward, backward,
to the right and to the left. Being concentrated is a significant element determining the test
results. A person subjected to the test should be in a state of deep concentration, otherwise
the course of the tests will surely be disturbed and thus their final result will be incorrect.
After collecting a large number of measurements, their further processing and classification
using various methods was possible, which is described in detail in Section 2.1.
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Figure 1. Data analysis and robot control systems.

Figure 2. Presentation of electrodes configuration and place of research.

Table 1. Names of electrodes.

LH − Fp1 LD − FC5 RA − C4 LJ − Pz

RH − Fp2 LC − FC1 RB − T8 RN − P4

LG − F7 RC − FC2 LQ − CP5 RO − P8

LF − F3 RD − FC6 LP − CP1 LM − PO9

RK − Fz RE − FT10 RP − CP2 LL − O1

RF − F4 LB − T7 RQ − CP6 RJ − Oz

RG − F8 LA − C3 LO − P7 RL − O2

LE − FT9 LK − Cz LN − P3 RM − PO10

2.1. Presentation of the Complete System

A raw EEG signal archived by EmotivPRO software may be exported and investigated
in any software environment. Figure 3 shows a signal analysis dashboard in the set
manufacturer’s software
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Figure 3. Signal analysis dashboard in EmotivPRO software.

In the case of the investigations carried out, all analyses and classification methods
were performed with Matlab, a platform for programming and numerical calculations.
The system operation diagram is shown in Figure 1. This program makes proper signal
filtering for their further proper analysis and classification possible. In the next stage,
the signal is integrated after time for each of 32 electrodes separately. It takes place within
one second for the whole period of the signal duration. In this way, one-second integrated
samples are obtained. They will make it possible to determine and clearly classify the type
of a signal based on the evoked potential subjected to integration (Details in Section 2.2).

The obtained samples containing the signal integrated after time can be subjected
to proper classifying algorithm. Two algorithms classifying integrated samples of the
EEG signal collected from the electrodes were suggested. Figure 1 effectively shows the
discussed issue. The first of them is a classic algorithm comparing the values of the
particular electrodes. The other one is based on a multilayer neural network. A user may
choose between the two classifying systems. The recognized signal evokes a move order
forward, backward, to the right or to the left. It can be passed to the robot to perform the
requested orders (see Figure 1).

2.2. Signal Filtration with a High-Pass Filter

The EEG signal coming from 32 electrodes should be subjected to proper filtering.
A high-pass filter with a sampling frequency of fs = 1000 Hz and bandwidth of fp = 200 Hz
were used. A signal processed in this way may be subjected to further investigations. It
is necessary in order to apply proper algorithms classifying given signals of bioelectric
brain activity. Figure 4 shows the effects of high-pass filtration applied on the electroen-
cephalographic signals coming from 32 electrodes of the headset. The plots presented in
this way effectively facilitate the analysis of various states or mental orders. The example
from Figure 4 shows the potentials evoked when a tested person was at rest.

Literature contains many investigations concerning a widely understood classification
of EEG signals. Numerous investigations concern, among others, the use of the analysis
of time and spectral features, the analysis of brain waves (delta, theta, alpha and beta) or
the investigations of a hierarchic structure based on quantum mechanics to implement
feature extraction and the EEG signal classification [35,36]. Not a very large number
of the investigations using Emotiv Epoc Flex Gels offers the possibility of suggesting
new approaches to the issues connected with the analysis and effective classification of
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electroencephalographic signals. A large number of electrodes reading the measurements,
which ensure an accurate potential reading, can offer an original solution. Details are
presented in the next stages of work.

Figure 4. The observation of raw and filtered EEG signals.

2.3. Preparing the Signal for Classification

The investigation was based on the analysis of the archived signal samples provided
by dedicated software. Signal measurements are taken with frequency of fe = 128 Hz.
Hence, each second of the measurement gives 128 signal samples. The application of rolling
integration is a significant and innovative idea. Its task is signal integration from each
electrode separately in the time of 1 s.

An example situation may be assumed that a registered 10 s of a signal will consist of
V = 1280 samples and a 4-s signal will consist of V = 512 samples. Variable V denotes the
number of samples in an archived signal. It is necessary for calculating variable k, which
shows the number of full one-second periods in the signal measured. The dependence is
shown in Equation (1).

k =
V

128
, (1)

Variable S is defined for each electrode: S1–S32 (Equation (2)). Each of them is a
table containing signal samples of a given electrode integrated for one second. Hence,
the particular values of the integrated waveform are given under consecutive values of
table S(1...k). For example, taking into account Equations (1) and (2), for a 5-s signal,
the integrated samples coming from the first electrode will be contained in table S(1...k)

1 ,
where k = 5.

S(1...k)
1...32 =

[ ∫ (1...k)·128

(((1...k)−1)·128)+1

∣∣E1...32
∣∣]. (2)

The operation on the signal takes place in a continuous way, where the absolute value
of the 32 electrodes marked E1...32 is integrated by the period of 128 samples, after which
the sample value is written to value S. Thus the consecutive data come from the signal
range 1 ÷ 128, 129 ÷ 256. . ., which is shown in Equation (2).

Such an original approach is not pointless. This way the chances for erroneous
treatment of a signal in the case of interference or other negative artefacts are minimized.
It could happen in the case of EEG signal integration for a shorter period. One-second
integration periods make it possible to obtain uniqueness in further signal classification.
Section 3 contains the results of the signal processing carried out. It presents detailed results
of the performed investigations.
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3. Results of the Signal Analysis before Classification

The purpose of this section is to present the results of the performed procedures from
Sections 2.2 and 2.3. The tests, in which the measurements were taken for their further
classification were carried out on two persons. The persons subjected to tests were aged 23
and 50. They were asked to evoke orders of various types of a mobile robot movement.

3.1. Order to Move Forward and to the Right

Since it is a pilot study, EEG signal measurements presenting evoking several dozen
attempts of each type of robot movements, i.e., move forward, backward, to the right and
to the left based on motor imagery were collected from each of the two study members.
The measurements at rest were also collected. The persons tested did not perform any
additional movements which might cause the appearance of biological artefacts in the
archived signal, i.e., eye blinking, eyelid raising, lip movement. This paper was written
based on over a dozen examples of collected EEG signal measurements and their further
classification together with the resulting mobile robot movement.

Filtered EEG signals with the values obtained by integrating one-second measurement
duration periods can be read from the characteristics shown in Figures 5 and 6. Figure 5
contains a set of measurements pertaining to evoking potential at rest and also imitating a
move forward and to the right. These are the measurements taken with the participation of
the first person tested. The investigations concerning the second person are presented in
the same way. The results are shown in Figure 6. In this case the person tested was asked
again to perform the sequence of movements: at rest, move forward, at rest, move to the right.
Exactly the same course of orders took place in the case of the first person tested (See
Figure 6).

Figure 5. Comparison of filtered and integrated signals- move forward and to the right (person 1).
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Analyzing the characteristics in Figures 5 and 6, a full repeatability may be observed.
For the first person tested (Figure 5), two filtered signal measurements together with the
integrated values obtained based on them were presented. To present the situation more
clearly, only more significant channels taking part in the investigation were presented in the
legend. They were extrapolated mainly by using the expert method, based on numerous
tests. The same procedure was applied for testing the second person (Figure 6). At this
stage of testing, the biggest participation of the following channels was observed: F3, F, F8,
T8, FT10, FC6, C4, FC2, F4. The integrated values obtained marked as Integrated signals
will be used for signal classification (Section 4 and 5).

Figure 6. Comparison of filtered and integrated signals- move forward and to the right (person 2).

3.2. Order to Move Backward and to the Left

At this stage of investigation, there was continuation, but the orders of movement
imagery were altered. For a full control of the movement of the mobile robot set for this
stage, the sequence: at rest – move backward – at rest – move to the left were studied. A bigger
number of measurements with the participation of two persons was taken again, but in the
papers, only four examples, two for each person, were shown. It was the same in case of
Section 3.1. Figures 7 and 8 show the results of filtration and integration of the archived
EEG signal. A full repeatability and advantage of one-second integration period, owing
to which uniqueness is possible, can be observed. For this stage of testing, the biggest
participation of the channels: PO10, PO9, F7, F3, FC1, C3, FC5, FT9, T7 is manifested. Their
participation is crucial for move backward and to the left orders. They will be also vital for
classification purposes because based on the Integrated signals waveforms, two suggested
classifying systems based on expert approach and neural networks will operate (Section 4).
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Figure 7. Comparison of filtered and integrated signals-move backward and to the left (person 1).

Figure 8. Comparison of filtered and integrated signals-move backward and to the left (person 2).
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4. Proposition of Signal Classification Algorithms

Integrated EEG signals of the particular channels from Section 3 may be used by de-
signed classification systems. Based on the literature review and provisions from Sections 1
and 2, the following elements will be used for this purpose: a classic expert system and
algorithms in the field of artificial intelligence, i.e., the feed-forward neural network.

Both systems have their advantages and disadvantages, of which a designer should be
aware. A classic algorithm may not be able to foresee well enough all types of interference
to properly classify a given type of a signal. A neural network, on the other hand, may be
impervious to an unclear signal due to, for example, incorrect contact of electrodes with
the head of the test participant.

4.1. The Classification System Based on the Classic Expert System

In order to design a classic classifying algorithm based on the expert approach, a good
knowledge of the properties of the object, signal or phenomenon under study is required. It
is no different in the case of recognition of the type of the EEG signal. In order to determine
a proper structure of a classic algorithm, it is necessary to get to know well the properties
and the range of values of the EEG signal at rest, They should be determined for each
electrode separately, as the voltage value for all channels is different. Thus, a few signals
corresponding to the restful state were collected and the range of changeability of their
values was determined. Next, the deviations from standard for the particular channels
when evoking moves forward, backward and to the left were to be investigated.

Based on the gathered knowledge on the activity of the particular channels during
various types of evoking movement, an algorithm which will classify future signals con-
taining information on evoking an order of a given movement may be designed. This way
it is known that an exemplary move to the right will be characteristic of deviation from
standard (not always simultaneous and the same) of channels: T8, FT10, FC6, C4, FC2, F8
and F4. The move to the left, however, will be characteristic of the activity (not necessarily
simultaneous) of channels: F7, F3, FC1, C3, FC5, FT9 or T7. The details pertaining to
the activity of the channels during various types of movements can be seen on the figure
legends in Section 3.

Detection of the particular types of channel activities makes it possible to expose
the right signal which will make it possible to control a mobile robot. In the following
subsection, an algorithm basing on the use of artificial intelligence for the EEG signal
classification will be suggested.

4.2. Presentation of the Classification System Based on the Neural Network

In this part, an advanced approach containing a neural network algorithm will be
analyzed. Two neural networks of the same number of nonlinear hidden layers were
suggested. The first one was a Jordan recurrent neural network, and the other one was
a feed-forward neural network. The choice of the number of layers, activation functions
and the number of neurons in each layer was selected based on trials and errors using
the expert approach. In order to carry out the procedure of the neural network training,
a training data set consisting of input and output data had to be prepared. In the process of
training input training set P was used, which used a matrix of patterns p of the number of
rows i = 32. The input values were integrated one-second EEG signal periods. The number
of rows depends on the number of electrodes in the set. Output set T was also necessary in
the process of the neural network training. It consisted of the matrix of input patterns t of
the number of rows j = 5. Value j results from five types of recognized signals, i.e., at rest,
move forward, backward, to the right and to the left. Input and output training patterns
included the same number of elements n = 250. The form of the data presented may be
supported by the formulae [37]:
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P =

p(1)

...
p(i)

 =



p(1)1 p(1)2 . . . p(1)n

p(2)1 p(2)2 . . . p(2)n
...

...
...

...
p(31)

1 p(31)
2 . . . p(31)

n

p(32)
1 p(32)

2 . . . p(32)
n


. (3)

The matrix of output patterns used looks as follows:

T =

t(1)
...

t(j)

 =


t(1)1 t(1)2 . . . t(1)n

t(2)1 t(2)2 . . . t(2)n

t(3)1 t(3)2 . . . t(3)n

t(4)1 t(4)2 . . . t(4)n

t(5)1 t(5)2 . . . t(5)n

. (4)

It was decided to choose a network consisting of four hidden layers of the neural
network. In the first of them, tangensoidal function (tansig(.)) with 35 neurons was used.
The second layer is the activation function logsig(.) consisting of 30 neurons. Radial basis
function (radbas(.)) with 20 neurons constitutes the third layer. The last hidden layer is
again the function tansig(.) with 15 neurons. The last part, the feed-forward neural network
consists of a single layer containing five neurons with linear activation function purelin(.).
In such a structure of the designed neural network, the linear part gives the effect of
adding up nonlinear neuron activation functions. They can be found in the front layers.
An output signal of the designed neural network classifying a signal will be according to
formulae [37–39]:

y = W(5) f (4)
[
(W(4)f(3) + b(4))(W(3)f(2) + b(3))

(W(2)f(1) + b(2))(W(1)u + b(1))
]
+ b(5).

(5)

Figure 9 shows a reference diagram of the designed feed-forward neural network.
Graphic interpretation of Equation (5) is shown in the same figure.

Figure 9. The structure of the feed-forward neural network.
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According to Formula (5), on the reference graphics of network Figure 9, the vector of
output data is marked with y, and the network inputs, which are integrated values of the
EEG signal from 32 electrodes, are marked with u.

The suggested neural network structure from diagram Figure 9 proved to be better than
the other Jordan neural network tested. This fact is confirmed by the learning procedure
results shown on characteristics Figure 10.

Figure 10. The observation of learning procedure results.

The following section will present the classification results of integrated EEG signal
periods as well as the results of robot control.

5. Observation of Signal Classification Results by Algorithms

Verification of operation of the designed classifying system was the last stage of the
investigation. For this purpose, the functioning of the classic algorithm and the solutions
from the scope of artificial intelligence were tested. The tests were performed using archived
EEG signals subjected to initial processing in Section 3. Figures 11–14 show the results of
signal recognition pertaining to the investigation participants by both algorithms presented
in Section 4.

The parts of characteristics marked as Classification results show integrated signals
and corresponding classification results obtained by the authorial classic algorithm and
the artificial neural network. It can be observed that both suggested systems show a full
recognition of the registered signal. The results are discussed in detail in Section 6.

The figures showing the control string implemented into LEGO EV3 cube are tagged
as Control and rotation of the robot’s motors. Verification of the robot movements as instructed
can be done easily by observation of rotation of the drives of the right and left wheel drives.
Figures 11–14 show that for the move forward both wheels are moving, for the move to the
left only the right motor is moving, move to the right is possible due to rotations of the left
motor. Move backward is evoked by rotation of both motors in opposite direction.
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Figure 11. Observation of the signal classification results and the robot control effect (person 1).
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Figure 12. Observation of the signal classification results and the robot control effect (person 1).
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Figure 13. Observation of the signal classification results and the robot control effect (person 2).
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Figure 14. Observation of the signal classification results and the robot control effect (person 2).

6. Discussion

In discussing the results, it should be noted that this paper presented a few original
methods and approaches to the issue of EEG signal classification that have not been used
so far.

Within the research work, two authorial algorithms for data classification were de-
signed. The first of the algorithms studied was based on a classic expert approach to the
task of the recognition of data subjected to filtration and integration. The examples from
Sections 3 and 5 prove that it did very well. Its operation made an absolutely correct
classification of the measurements taken possible. The results of this procedure together
with control signals and the measured robot drive rotations are shown in Figures 11–14.

Designing the second algorithm, it was decided to use artificial intelligence as a
classifier of processed EEG signals. Based on the obtained learning results of the two
neural networks under study for signal classification, it is clear that the feed-forward
neural network obtained better parameters than the Jordan recurring neural network (see
Figure 10). Therefore, it was decided that the system of correct EEG signal recognition will
be based on it. The tests and checking the system capabilities required the performance
of a few learning trials with various numbers of hidden layers and also with different
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approach to the selection of the activation function of the layers of the neural network used.
It also turned out that a set of 250 training data with 50 integrated signal samples each give
satisfying results. The neural network has good generalizing properties. It is confirmed by
the results shown in Figures 11–14, where the classification results with algorithms based
on artificial intelligence and classic approach are presented. Such research methodology
made it possible to present clear effects of the mobile robot control. We can observe robot
move forward, where rotations increase for both drives, and for the move to the right, when
only the left wheel moves (see Figures 11 and 13). Similarly, for the reverse control signal
we can see reverse drive rotations, and the move to the left generates rotations only of the
right vehicle motor (see Figures 12 and 14).

7. Conclusions and Future Work

Summarizing the results obtained in the experiment it can be claimed that the tasks set
out for the algorithms classifying integrated EEG signals have been fulfilled. Summing up
the obtained results (Section 6), it should be noted that the investigations were carried out
on an Emotiv EPOC Flex headset. Its use is quite rare in comparison with other sets of this
manufacturer. Taking into account the possibility of its application in robotics components
control, it can be observed that the methods of EEG signal classification presented in this
paper provide new possibilities for the development of investigations in this direction.

Taking into account the expert approach, it can be observed that carrying out a bigger
number of investigations and an improved signal analysis may even further improve
algorithm in the context of resistance to various types of interference and artefacts.

The paper presented new approaches which surely require further research and tests.
Thus it generates an open issue worth further experiments. At the same time, it will not
be possible to assess the authorial approach consisting of integrating the EEG signal from
the particular electrodes. In the future, it will also be worth investigating the efficiency of
algorithms for a bigger group of people subjected to tests, which will allow for a deeper
testing of their functioning. The main limitation of the approach is the low number of
study participants. The reason is that it is only a pilot study. However, it has undoubted
opportunities for further development. Certainly, tests should be carried out on a larger
number of participants, which will make the algorithms resistant to fluctuations in the
signal value ranges. There is also a great opportunity to expand the system in the field of
deep learning. Further research may result in new approaches in this matter, as well as
the improvement of existing solutions. Artificial intelligence and other methods can also
help in its application in various solutions, such as the movement of disabled people or
neurological rehabilitation. For this purpose, it may be necessary to use the solutions from
the literature presented in the introduction to the article.

Comparing the obtained results, it should be stated that this article also proposes an
original approach to the subject of EEG signal analysis. One of the more important reasons
is to use the Emotiv Epoc Flex Gel headset. The use of this set in this type of research is
sporadic. Therefore, it shows the originality of the research carried out. However, the most
important aspect that allows us to conclude the similarity of the results with the literature
review is the solution consisting of periodical integration of the signal. This influences the
necessity of a new approach to designing a system based on deep learning, or a classic
expert algorithm.
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