
 
Hyperparameters of Algorithms for the whole dataset are listed as follows. 
 
1. Decision tree 

Set as default 

 

 
 
2. Bagging with decision tree 

Classifier Choose J48 (orange arrow) 

 



 
 
3. AdaBoost with decision tree 

Classifier Choose J48 (orange arrow) 

 

 
 
4. SpreadSubsample with Decision tree 

 
The value of distributionSpread was adjusted as 2.0 

 



 
5. SMOTE with Decision tree 

Class A has the highest frequence and its frequence is not adjusted. The 
frequences of other classes were adjusted to nearly the same with that of Class A, by 
adjusting the percentage (orange arrow). The following figures are listed by the order 
of classValue. The classValue of Calss A is 4,  

 
For Class C  

classValue: 1 
percentage: 750 

 
 

For Class D 
classValue: 2 
percentage: 149 

 
 



 
For Class B 

classValue: 3 
percentage: 65 

 

 

 
Class E 

classValue: 5 
percentage: 349 

 

  



 
6. Multilayer perceptron 

Set as default 

 
 
 
 
 
 
 
 
 



7. AutoWEKA 
Set as default. For better performance, try giving Auto-WEKA more time. 

(orange arrow) 

 

 
 
 
 
 
 

  



 
Hyperparameters of Algorithm for General Surgery dataset 
 Only the hyperparameters of SMOTE with decision tree are listed here. The 
hyperparameters of other algorithms are set as defaut. 

 
SMOTE with Decision tree: 

Class A has the highest frequence and its frequence is not adjusted. The 
frequences of other classes were adjusted to nearly the same with that of Class A, 
by adjusting the percentage (orange arrow). The following figures are listed by 
the order of classValue. The classValue of Calss A is 3, 
 

For class D: 
  class Value: 1 
  Percentage: 200 

 

 
 
For Class B 
  classValue: 2 
  percentage: 86 



 
 
For Class E 
 classValue: 4 
 percentage: 333 

 
 
 
 
 
 
 
 



For Class C 
 classValue: 5 

nearestNeighbors: 1 
 percentage: 1850 
 
 

 
 
 
 
The hyperparameters of SimpleLogistic are as default setting. 

  



Hyperparameters of Algorithm for General Urology dataset 
 Only the hyperparameters of SMOTE with decision tree are listed here. The 
hyperparameters of other algorithms are set as defaut. 

 
SMOTE with Decision tree: 

Class A has the highest frequence and its frequence is not adjusted. The 
frequences of other classes were adjusted to nearly the same with that of Class A, 
by adjusting the percentage (orange arrow). The following figures are listed by 
the order of classValue. The classValue of Calss A is 1, 
 
 
Class D 
classValue: 3 
percentage: 200 

 
 
 
 
 
 
 



Class C: 
calssValue: 4 
percentage: 200 
 

 
 
 
 
 
The final frequencies of the classes were adjusted as the following figure. 

 
 
 
 



 
SMOTE for Obstetrics and Gynecology: 
The final frequencies of the classes were adjusted as the following figure. 

 
 
 
SMOTE for Neurosurgery: 
The final frequencies of the classes were adjusted as the following figure. 
 

 
 
 
 
 



SMOTE for Orthopedics: 
The final frequencies of the classes were adjusted as the following figure. 
 

 


