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Abstract: This paper presents an overview of the self-heating phenomena and the continuum thermo-
dynamics framework related to the damping and fatigue of metals. The self-heating process under
cyclic loading generally undergoes three phases: Phase I with gradually increasing temperature to a
stabilized or steady-state in Phase II, followed by Phase III with an accelerated temperature increase
until the test sample ruptures. Although energy dissipation and heat generation are all captured by
the first law of thermodynamics, the functional form of the heat source(s) with entropy change is not
formulated for engineering materials. Experimentally, infrared (IR) thermographic techniques can
measure the surface temperature variation during constant-amplitude fatigue testing. The observed
relationship between the stabilization temperature or temperature increase rate and the applied stress
amplitude is often used to infer the fatigue endurance limit, above which point heat generation from
“damage” leads to acceleration of self-heating. The IR thermographic fatigue testing offers a rapid
alternative method to assess the material’s fatigue strength. But, the full physical interpretation of the
phenomena remains a challenge. On the other hand, the Tanaka-Mura–Wu model is introduced to
describe fatigue crack nucleation via accumulation of dislocation dipole pile-up, which provides a
class-A prediction (forecast before even happening) for fatigue crack nucleation life in terms of the
material’s elastic modulus, Burgers vector, surface energy, and the loading parameter such as cyclic
stress/strain range. Then, the release of dislocation dipole pile-up energy to form new crack surfaces
is brought into the energy argument. With the inclusion of crack formation energy in the first law of
thermodynamics, a unified framework of deformation, damping, fatigue, and self-heating may be
established for structural design.

Keywords: fatigue; self-heating; dissipation; damping; thermodynamics

1. Introduction

Traditionally, for structural design, the fatigue properties of a material need to be
determined through a large amount of fatigue testing at many stress levels until down
to a stress level with fatigue life exceeding 107 cycles. The fatigue data generated this
way in stress control are often presented in the form of an S-N curve, first investigated by
Wöhler [1]. The stress amplitude at which the material has endured 107 fatigue cycles is
called the fatigue endurance limit. Such fatigue characterization practices are extremely
time-consuming and expensive for industrial design.

In recent years, the phenomena of self-heating in metals and composites during cyclic
(or fatigue) loading have attracted a great deal of interest, as it provides an alternative,
often rapid method for determination of fatigue endurance limit, as compared to conven-
tional fatigue testing. A method called the Risitano method using infrared thermography
techniques was developed to track the temperature increase on the coupon surface with
loading cycles (or time), where a transition point in the relationship of sample surface
temperature change vs. stress corresponded to the fatigue endurance limit [2]. Following
Risitano’s work, a significant amount of studies have been carried out on metals [3–30] and
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composites as well [31–43]. Physically, the self-heating phenomena are related to energy
dissipation and entropy change in damping, thermoelastic, viscoelastic, viscoplastic, and
(rate-independent) plastic deformation. Therefore, it is important to understand the differ-
ent aspects of the self-heating process, to achieve a holistic view of material deformation,
energy dissipation, and damage accumulation. Due to the limited space, the current review
only focuses on metals, outlined below.

The experimental technique of IR thermographic fatigue is briefly introduced, and
the key phenomena of self-heating are summarized in Section 2, representing the points of
discussion. The general thermodynamic laws governing heat generation are reviewed in
Section 3 with various terms as the heat sources [7,43,44]. In particular, heat sources are
classified by their controlling mechanisms, such as thermoelastic deformation (Section 3.1),
internal friction (Section 3.2), and intrinsic dissipation (Section 3.3). The laws of thermo-
dynamics govern the heat generation, heat transfer, internal energy, and entropy changes
associated with every physical mechanism with the self-heating temperature change as an
overall result. Wherever applicable, mathematical equations for the observed calorimetric
responses are given, which have been used by researchers to analyze the heat generation
mechanisms and responses. Damping is discussed in association with thermographic fa-
tigue in Section 3.4. The concept of fatigue fracture entropy is introduced in Section 3.5 [16].
The dislocation-based Tanaka-Mura-Wu model for fatigue crack nucleation is introduced
in Section 3.6 [45,46], which can provide class A prediction of fatigue life, independent of
conventional and thermographic fatigue testing. Dislocation dipole pile-ups are formed
by alternating slips under cyclic loading, which has been well-recognized as the very
mechanism of mechanical fatigue in metallic materials. Thus, the energy release for fatigue
crack nucleation is naturally a part of the thermodynamic energy dissipation process. To
include the crack formation energy into the thermodynamic framework, energy arguments
are discussed in Section 3.7. Critical questions are also raised in discussions to identify the
gaps in the current state-of-the-art. It is hoped that a unified thermodynamic framework
will be established for deformation, damping, and fatigue, including heat generation, by
amending those gaps.

2. Infrared-Thermography Cyclic Test and Self-Heating Phenomena

A typical setup of the infrared (IR)-cyclic thermography test is schematically illustrated
in Figure 1. The system employs an infrared camera to record the surface temperature on
the fatigue coupon being tested. It sends the signals to a computer, which also receives
the temperature measurement signals from a dummy coupon at the ambient temperature
but not subjected to loading. All the signals are processed by the computer, where the
temperature increments relative to the ambient temperature are calculated and shown on
the screen. The fatigue testing is a typical mechanical testing setup (details of load cell and
strain measurements are omitted), except that care must be exercised when clamping the
specimen at its two ends to minimize heat loss by conduction to the grips.

The typical temperature increment curves are schematically shown in Figure 2. The
calorimetric behavior generally consists of three phases. Phase I exhibits a rather steep
temperature increase. In phase II, the temperature is often stabilized at a constant level,
∆TAS, or in some cases, it may also increase at nearly a constant rate. Phase III represents
an unstable phase of temperature increase up to fracture. The Risitano method determines
the fatigue endurance limit by plotting curves of the stabilized temperature increment
∆TAS or the initial rate of temperature increase ∂T/∂N against the applied stress amplitude
σ. The intersection point with a slope change is determined to be the value of the fatigue
limit σfl, as shown in Figure 3. Below this “intersection” point, the self-heating mechanism
is effectively “non-damaging”, which means that Phase II could last forever; above it,
fatigue damage would accumulate and eventually lead to Phase III (fracture). The Risitano
method was established on the premise that the temperature increment had a well-defined
stabilization stage with a constant ∆TAS at a constant stress amplitude in testing (the gray
colored line). Thus, the sudden change in the ∆TAS vs. σ behavior could reflect additional
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heat generation mechanisms associated with damage nucleation and propagation; as a
result, the point is inferred as the fatigue endurance limit [2]. In the case where the sample
surface temperature increases continuously in phase II (the orage colored line) rather than
reaching a stabilization temperature, the initial rate of temperature change has been used to
correlate with the fatigue life (Nf) [25]. IR-thermography fatigue tests are often carried out
at a frequency in the range of 1 to 170 Hz [9,12], depending on the material and specimen
configuration, to generate measurable heat.
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Figure 3. A schematic ∆TAS vs. σ curve to determine the fatigue endurance limit.

The questions regarding the observed phenomena are:

1. What controls the temperature variation in each phase of self-heating?
2. What is the functional dependence of self-heating temperature ∆TAS on the applied

stress amplitude (bilinear as implied by the Risitano method [2], or curved as observed
by Guo et al. [22])?

3. What is the relationship between the dissipation energy (or ∆TAS) and fatigue
damage (life)?

The answers to Q1 are often sought from the laws of thermodynamics, as will be dis-
cussed later in Sections 3, 3.1 and 3.2. The answers to Q2 and Q3 are still phenomenologically-
based. Once the stress-dependence functions of self-heating are derived from the underly-
ing physical mechanisms, the fatigue endurance limit can be deduced from the “damaging”
self-heating mechanism(s).

3. The Thermodynamic Framework

The thermodynamic framework for heat generation and energy dissipation at the
macroscopic level is given by the continuum thermodynamics [44]. For a deformable body,
the first principle of thermodynamics states that:

.
E =

.
W +

.
Q =

d
dt

∫
D

ρe dV =
∫
D

σ :
.
εdV +

∫
D

r dV −
∫

∂D
q·n dS (1)

where ρ is the mass density, e is the specific internal energy, σ is the Cauchy stress tensor,
.
ε

is the total strain rate tensor, the symbol “:” signifies the scalar product of tensors, r is an
external heat source, q is the heat flow vector through the material surface (with the normal
vector n) of the material volume D.

By the divergence theorem (Gauss’s theorem), Equation (1) turns into

ρ
.
e = σ :

.
ε + r−∇ · q (2)

The second law of thermodynamics requires that the local heat generation satisfies the
Clausius–Duhem inequality:

ρ
.
s− r

T
+∇ ·

( q
T

)
≥ 0 (3)

where s is the specific entropy, T is the absolute temperature.
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Introducing the Helmholtz free energy, as:

ψ = e− Ts (4)

Combining Equations (2)–(4) leads to:

σ :
.
ε− ρ

.
ψ− s

.
T − q·∇T

T
≥ 0 (5)

The thermodynamic equilibrium of a homogenous control volume can be identified
with local state variables: ε = εe + εp, T, α, which represents respectively, the total strain (the
sum of elastic and plastic strains), the absolute temperature, and internal state variables of
the material element. The free energy and the entropy are state functions of these variables,
i.e., ψ = ψ(εe, T, α) and s = −∂ψ/∂T (according to the second law of thermodynamics
requirements) [44]. Then, the rate of change of these state functions are:

.
ψ =

∂ψ

∂εe

.
εe +

∂ψ

∂T

.
T +

∂ψ

∂α

.
α (6)

.
s =

∂s
∂εe

.
εe +

∂s
∂T

.
T +

∂s
∂α

.
α = − ∂2ψ

∂εe∂T
.
εe −

∂2ψ

∂T2

.
T − ∂2ψ

∂α∂T
.
α (7)

.
e =

.
ψ + T

.
s + s

.
T (8)

With the specific heat defined as cp = −T·∂2ψ/∂T2 and q = −k∇T (k is thermal
conductivity), the first law of thermodynamics can be written as [44]:

ρcp
.
T − k∇2T = σ :

.
εp + ρT

∂2ψ

∂ε∂T
:

.
εe − ρ

(
∂ψ

∂α
− T

∂2ψ

∂α∂T

)
.
α + r (9)

This is the heat equation governing heat generation, dissipation, and transfer processes.
Note that basically the same formulation has been adopted in the previous self-heating-
thermographic studies [7,8,16,22,42,43]. For coupons under uniform stress conditions,
∇T = 0.

Generally, the heat sources (the terms on the right side of Equation (9)) can be clas-
sified as d1, sthe, sic, and r, which stands for the intrinsic (mechanical) dissipation source,
thermo-elastic source, “internal” coupling source and external heat supply, respectively, as
follows [7,43]:

d1 = σ :
.
εp − ρ

∂ψ

∂α

.
α (10)

sthe = ρT
∂2ψ

∂ε∂T
:

.
εe (11)

sic = ρT
∂2ψ

∂α∂T
.
α (12)

When a coupon test is designed with a gauge section being uniformly stressed, if we
only consider intrinsic mechanical dissipation as the only heat source for argument sake,
Equation (9) turns into the following form [8,19]:

ρcp

(
.
θ +

θ

τeq

)
= d1 (13)

where θ = T − T0 (T0 is initial temperature), τeq =
ρcpV

Ah , h is the heat transfer coefficient, A
is the surface area, and V is the volume of the specimen gauge section.

The solution of Equation (13) is [8]:

θ =
τeqd1

ρcp

(
1− e

− t
τeq

)
(14)
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Upon initial loading, the coupon surface temperature is close to the ambient envi-
ronment, the heat generation rate is constant,

.
θ = d1/ρcp. In Phase I, the incremental

temperature rate gradually decreases as heat dissipation, by means of heat convection
through the specimen surfaces, increases. When it comes to phase II, self-heating tempera-
ture stabilization occurs, and it remains constant for a prolonged period. This stabilization
is reached due to the equilibrium between the thermal energy generated from self-heating,
and the thermal energy outgoing to the environment through convection and radiation
(often negligible). Equation (14) describes the phase I–II behavior. A self-heating scenario
depends on the level of applied stress. In some cases, e.g., [9,23,25], the thermal equilibrium
does not occur, and the second phase is characterized by a temperature increase at a nearly
constant rate. This phenomenon can be induced by several mechanisms, such as cyclic
microstructural changes and progressive damage development in the form of voids and
microcracks. These topics need to be further characterized with the aid of metallographic
examinations, which are beyond the scope of the present paper. When microcracks accumu-
late, it ends phase II of self-heating and triggers phase III. Phase III is characterized by an
accelerating temperature increase, as the process is dominated by the frictional heating at a
macroscopic scale, i.e., the newly appeared surfaces of a propagating crack start to slide
against each other under cyclic loading, leading to changes in calorimetric performance.

To describe the self-heating phenomena (without external heat sources, r = 0), it is
important to understand the internal heat sources associated with different deformation
and dissipation mechanisms, which will be discussed in the following.

3.1. Elastic Deformation

When deformation is purely elastic, i.e., ε = εe, σ = ∂ψ/∂εe [44], and there is no change
of material internal state (

.
α = 0), then the only heat generation term left on the right side of

Equation (9) is [8]:

sthe = ρT
∂2ψ

∂ε∂T
:

.
ε = ρT

∂σ

∂T
:

.
ε (15)

This means the heat generation occurs by thermoelasticity only, where ∂σ
∂T = αTE,

αT is the coefficient of thermal expansion, E is Young’s modulus of the material. Thus,
the thermoelasticity-generated heat depends linearly on the applied strain rate

.
ε which is

linearly proportional to the stress amplitude σa and frequency f in elastic deformation. In
flat coupon fatigue testing, this term is usually small along the order of <1 ◦C under cyclic
loading at the ambient background temperature [8], which has minimal effect on fatigue.

3.2. Internal Friction

Internal friction generally refers to the motion of rubbing between microstructural
elements in the material. This may lead not only to heat generation but also to damping and
fatigue, causing, depending on the stress amplitude, reversible or irreversible deformation.
In metals under cyclic loading at low amplitudes, dislocation segments may bow back
and forth between weak pinning points [20–22,30]. Even though at the macroscopic level
the deformation process is reversible, restricted dislocation glide does occur. Once the
stress amplitude exceeds the overall lattice resistance, dislocations can break away from
pinning and glide freely along crystallographic planes throughout the lattice, resulting
in micro- or macro-plastic deformation. Therefore, before irreversible dislocation motion
occurs, there should be no change in the material microstructure and internal energy, so
the right side of Equation (9) reduces to (neglecting the thermoelastic and internal state
variable-related terms):

d1 = σ :
.
εp (16)

where d1 represents the hysteresis energy due to anelastic dislocation motion.
Guo et al. studied the thermographic behavior of FV520B stainless steel under different

stress amplitudes [22], and they observed that the relationship of dissipation energy vs.
stress amplitude (d1 vs. σ) exhibits a curve, as shown in Figure 4. They divided the curve
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into three stages: (i) pure elastic (reversible), (ii) anelastic internal friction, and (iii) intrinsic
dissipation, marked by two critical stresses, σc1 = 179 MPa and σc2 = 400 MPa for the
material. The first critical stress corresponded to the deviation from the initial elastic line,
i.e., the proportional limit on the tensile curve, below which there was no energy dissipation
by pure elasticity. The second critical stress divided the stages of linear and nonlinear
dissipation, which was found to be close to the fatigue endurance limit obtained from the
conventional fatigue testing [22]. Here, the “bilinear” relationship of the Risitano method
is apparently not sufficient to clearly define the “intersection”. Between σc1 and σc2, the
dissipation energy appears to be a linear function of the applied stress amplitude. Guo
et al. argued that internal friction occurs in the stress range (σc1 < σ < σc2) as a result of the
movement of dislocations, but the process returns the atoms to their equilibrium positions,
thereby increasing the kinetic energy and temperature because of releasing the excess
energy gained during the movement. In this sense, internal friction does not contribute to
fatigue damage.
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3.3. Intrinsic Dissipation

As deformation proceeds into the plastic regime, irreversible deformation occurs with
microstructural changes in terms of dislocation structures. From the continuum point of
view, attempts to track the development of irreversible processes in the energy balance (the
first law of thermodynamics) are to find internal state variables admissible by the second
law of thermodynamics, i.e., also satisfying the Clausius-Duhem inequality [22,42–44].
However, due to the limitation of the continuum mechanics that assumes material homo-
geneity, it seems difficult to uniquely specify the irreversible changes in the microstructure
concerning macroscopic strain in the framework of continuum thermodynamics. Neverthe-
less, a set of internal state variables αi (i = 1, 2, . . . ) are often introduced to represent the
effect of irreversible microstructural changes at the continuum level. As far as dissipation
at the macroscopic scale is concerned (with a measurable temperature variation), the heat
source of internal energy dissipation is given by:

d1 = σ :
.
εp − ρ

∂ψ

∂α

.
α (17)
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The first term in Equation (17) represents the hysteresis energy in the cyclic process.
The second represents the contributions from irreversible microstructural changes asso-
ciated with inelastic deformation, i.e., changes in internal state variables,

.
α. With the

involvement of internal state variables, it is even more difficult and often ambiguous to
calculate the heat source, d1, straightly from its definition, using Equation (17). Most often,
d1 is back-calculated from the thermographic measurements.

Guo et al. used a power-law function to describe intrinsic dissipation energy above
the critical stress σc2, as [22]:

d1 = kdσpH(σ− σc2) (18)

where kd is the proportional constant and p (= 8.05 for FV520B) is the power exponent, H(x)
is the Heaviside step function, which equals zero when x ≤ 0 and equals 1 when x > 0.

They further demonstrated that the high cycle fatigue (HCF) life can be expressed
by [22]:

N f =
EC f
kdσp H−1(σ− σc2) (19)

where EC is the energy dissipation threshold for fatigue failure to be determined by fitting
with experimental data. The inverse of the Heaviside function implies that fatigue life is
infinite at σc2, which is thus deemed to be fatigue endurance limit.

Intrinsic dissipation occurs by irreversible dislocation motion, which is a damaging
process resulting in fatigue under cyclic loading. Heat generation has also been observed
in associated with localized slip zones (Lüders band propagation) [47] and martensite
transformation [48]. Even though both the internal friction and intrinsic dissipation pro-
cesses are classified based on dislocation motion mechanisms, the exact stress-dependence
functions for each stage are not derived from the underlying physical mechanisms yet,
and the division between the damaging/non-damaging stages and the subsequent fatigue
damage function (the S-N relation) is still largely phenomenological.

3.4. Damping

Crupi [9] developed a unified approach using thermographic measurements to charac-
terize both damping and HCF. Damping is due to anelastic dislocation motion that creates a
lag in phase between the oscillating stress and strain [49,50]. The specific damping capacity
is defined as [9]:

ψ =
∆W
U

= 4πζ, U =
∆σ2

2E
(20)

where ∆W is the hysteresis energy, U is the elastic energy during the cycle, E is Young’s
modulus, and ζ is the damping ratio. The specific damping capacity can also be measured
independently using vibration methods [51]. Thus, Equation (20) provides an independent
means to assess the hysteresis energy ∆W and vice versa, for damping. Furthermore, the
measure of damping can also be used for non-destructive damage detection [52,53].

The stabilized temperature increment is related to the hysteresis energy by [9]:

∆TAS =
NAS∆W

ρcp
(21)

where NAS is the cycle to the stabilized temperature (the cycle number of Phase I)
To correlate with the fatigue life, Crupi further proposed the following relationship [9]:

∆WToT = ∆W·N f (22)

where ∆WTOT is the total energy of fracture, Nf is the number of cycles to fatigue fracture.
Here, ∆WTOT is assumed to be constant for the fatigue process.
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Crupi observed that ∆TAS was nearly zero when the applied stress is below a certain
value, σ0; and above it,

∆TAS =
NASψ

2ρcp

(
∆σ2 − σ2

0

)
(23)

This relationship was experimentally verified on AISI304 steel and AA6082 aluminum
alloy welded joints, and σ0 was found to correspond to the fatigue endurance limit. But, to
match the experimental data, i.e., the S-N curve (the Basquin equation), ∆σmN f = C, Crupi
assumed that ∆TAS = A∆σm, and found m = 6.3 for AA6082 by fitting the S-N curve from
the conventional fatigue testing [9]. Apparently, an inconsistency exists between the stress
dependence of ∆TAS in Equation (23) as observed by IR thermography and the S-N.

3.5. Fatigue Fracture Entropy

Naderi, Amiri, and Khonsari proposed a fatigue fracture entropy (FEE) concept, which
can serve as a measure of fatigue damage [16]. FEE is the cumulative entropy of material
up to the fracture. They showed that FEE was nearly constant for the tested materials
(Al 6060-T6 and stainless steel 304), independent of specimen geometry, load (bending,
tension-compression, torsion, etc.), and frequency.

Mehdizadeh and Khonsari further elaborated the concept for low cycle fatigue (LCF)
and high cycle fatigue (HCF) based on the infrared thermographic measurements under
the cyclic loadings. They defined the entropy production rate as given by [16,19]:

.
S =

Qt

T
(24)

where Qt = σ :
.
εp, which can be evaluated from the initial slope, Rθ , of the thermographic

curve as:
Qt = ρcpRθ = ρcp

.
θ
∣∣∣
t=0

(25)

Then, the total entropy for the fatigue process is obtained by integration of Equation (24)
up to the time of failure, tf, as:

FEE =
∫ t f

0

Qt

T
dt ≈

N f

f Ts

∮
σdεp (26)

where Ts is the stabilized temperature, as the major part of self-heating is spent in Phase II,
as shown in Figure 2. In the fatigue process, the plastic strain energy per cycle,

∮
σdεp (the

area of the hysteresis loop), is almost constant [54,55].
Mehdizadeh and Khonsari also applied the FEE concept to the HCF of SS304 and

CS1018 steels [19]. As discussed previously, uniform heat generation and dissipation
could come from two sources: (i) internal friction involving reversible movement of atoms
and dislocations; and (ii) microplastic deformation and formation of microcracks. In LCF,
the energy dissipation generated by internal friction could be negligible compared to the
plastic hysteresis energy. However, in HCF, the energy dissipation generated by internal
friction occurs at a level comparable to microplastic deformation, especially near the fatigue
endurance limit. Therefore, for HCF, the initial temperature increase rate Rθ could consist
of two parts: (i) the part related to internal friction (R f

θ )—which is non-damaging—and
(ii) the part related to microplastic deformation and microcrack nucleation (Rp

θ ), which is
damaging. Accordingly,

Qt = Qp
t + Q f

t = ρcpRp
θ + ρcpR f

θ (27)

The fatigue fracture entropy in HCF can be defined concerning the plastic energy
generation (Qp

t ) as:

FEE =
N f Qp

t

f Ts
(28)
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Similar to the behavior observed by Guo et al. (Figure 4), Mehdizadeh and Khonsari
observed for SS 304 and CS 1018 that linear dependence of Rθ on stress below the fatigue
endurance limit, and there was a sudden increase in the curve of Rθ versus the stress
amplitude above that. They attributed the low slope R f

θ to internal friction. As the stress

increases, the portion of R f
θ in the total Rθ (= Rp

θ + R f
θ ) becomes insignificant as compared

to Rp
θ , which means intrinsic dissipation would dominate the self-heating process above

the fatigue endurance limit. They used the Morrow energy approach to characterize the
relationship between the stress amplitude and the fatigue life [20,22].

3.6. The Tanaka-Mura-Wu Model

It has been well understood from the physical metallurgy point of view that metal
fatigue is a process involving alternating slips under cyclic loading, leading to the formation
of persistent slip bands, and eventually crack nucleation and propagation. Crystallographic
slip is the mechanism of plastic deformation at both macro and microscopic scales. A
tremendous amount of literature exists on this topic, but due to the limited space, it cannot
all be cited in this article, except that readers are referred to see Deformation and Life
Evolution in Crystalline Materials [46].

Tanaka and Mura [56] developed a theoretical model where fatigue crack nucleation
is envisaged to occur via the accumulation of dislocation dipole pile-ups within the slip
band. At the surface, these dislocation dipole pile-ups appear to be intrusion/extrusions,
as shown in Figure 5. Dislocation pile-ups can also nucleate intergranular microcracks at
their intersections with grain boundaries [57]. Scenarios of the heterogeneity of persistent
slip band evolution are still of interest in current metallurgical studies [58]. Despite that,
the Tanaka-Mura model does not cover all the complicated scenarios in real materials, but
serves as a physical baseline from which mathematical derivations could proceed, as given
in the following.
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In the original Tanaka-Mura model, the plastic strain of dislocation pile-up was
calculated by displacement integration, which resulted in a physical dimension of m2 in
the strain unit. Recently, Wu [45] revisited the Tanaka-Mura model and revised the plastic
strain expression using the true strain definition. In the revised model, hereafter called the
Tanaka-Mura-Wu (TMW) model, the dislocation pile-up energy is given by [45,56]:

∆Uc =
1
2
(∆τ − 2k)∆γ (29)

where ∆τ is the applied shear stress range, k is the lattice friction resistance, and ∆γ is the
plastic strain range given by [45]:

∆γ =
2(1− v)(∆τ − 2k)

µ
(30)

where µ is the shear modulus and v is Poisson’s ratio.
When the total accumulated energy is equal to the energy of forming new crack

surfaces of 2a by the Griffith criterion [45,56]:

N∆Ucba = 2wsa (31)

where a is the crack nucleation size (dislocation pile-up length), b the Burgers vector, and
ws the surface energy, J/m2.

Equation (31) can be turned into [45]

N f =
8(1− v)wsRs

µb
1

∆γ2 (32)

or
N f =

2µws

(1− v)b
1

(∆τ − 2k)2 (33)

It is noted that a surface roughness factor Rs (=1 for ideally smooth surface,
e.g., electropolished; ≈1/3 for machined surface) is introduced into the strain-life equa-
tion, Equation (32), as it could affect the local intrusion/extrusions, while in the stress-life
equation its effect is hidden in k to reduce the coupon fatigue limit. Under uniaxial loading
conditions, the shear stress/strain ranges can be converted to the normal stress/strain by
the Taylor factor: ∆τ = ∆σ/

√
3, ∆γ =

√
3∆ε.

Equations (32) and (33) express the fatigue crack nucleation life explicitly in terms of
the elastic modulus, the Burgers vector, and the surface energy of the material, which has
been validated against LCF experiments on copper, titanium, tungsten, Type 316 stainless
steel, Waspaloy, and MAR-M 509 [45], and recently extended to the full range fatigue life of
many engineering alloys of Al, Ti, Fe, and Ni-base families, equiatomic high entropy alloy
(HEA) CoCrFeMnNi [59], as well as additive manufactured materials [60].

Here, the first case study is to compare the TMW model, Equation (33), with the S-N
data (σ0 = 101 MPa) from Crupi’s study [9], as shown in Figure 6. The aluminum alloy prop-
erties used in the calculation are: µ = 27 GPa, v = 0.3, ws = 1.125 J/m2, b = 2.86 × 10−10 m
(same as 7075-T6 and 2024-T3 in [59]), and 2k = 101/

√
3 MPa. It can be seen that the

agreement between the experimental and predicted life is very well.
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The second case study takes the experimental data from Meneghetti and Ricotta [12].
Uniaxial strain-controlled fully reversed (R = −1) fatigue tests were conducted on SS304L
at frequencies between 0.1 and 5 Hz. The test frequency was selected to limit the stabilized
temperature below 70 ◦C. In the medium and high cycle fatigue regimes, tests were run at
the highest frequency compatible with the available experimental equipment. The cyclic
stress-strain curve (connecting peak points of the stabilized hysteresis loops) was described
by the Ramberg-Osgood equation:

ε = εe + εp =
σ

E
+
( σ

K′
) 1

n′ (34)

with K′ = 2250 MPa, n′ = 0.337 [12].
The experimental fatigue life was given by the Coffin-Manson equation:

ε = εe + εp =
σ′

E

(
2N f

)b
+ ε′f

(
2N f

)c
(35)

with σ′ = 3641 MPa, b = −0.238, ε′f = −0.085, c = −0.375 [12].
Using Equation (34) to calculate the plastic strain at the given stress level, and using

Equation (32) with E = 193 GPa, ws = 2.4 J/m2, b = 2.48 × 10−10 m (same as steels in [45,59]),
Rs = 1/3 [45] to calculate the fatigue life, the TMW model is compared with the Coffin-
Manson relation, as shown in Figure 7. It is seen that the agreement of the TMW model with
the experiment is very good. It should be emphasized that, in this calculation, Equation (32)
provides class-A predictions without the need for the event data for calibration.

Furthermore, using the stress-life Equation (33), the fatigue endurance limits can be
evaluated as follows:

σ0 =
√

3k = σa −
1
2

√
6µws

(1− ν)bN f
(36)

where Nf is the endurance cycle limit ~107, and σa can either be calculated using the
Ramberg-Osgood equations or taken from the fatigue test data.
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Meneghetti and Ricotta, using the calorimetric data from their experiment, assumed
that Qc2N f = const. [12], where Q is the heat loss and c is the power exponent, apparently
an empirical relation. Both Figures 6 and 7 demonstrate that the TMW model can predict
fatigue life, independent of conventional and thermographic fatigue data, which offers
huge savings in both time and cost for fatigue design.

3.7. The Energy Argument

As Equation (31) represents the Griffith energy criterion, the dislocation pile-up energy
(which later will be converted to crack formation energy) contributed by each cycle in terms
of plastic strain is given by combining Equations (29) and (30), as:

∆Uc =
3µ

4(1− v)
(
∆εp

)2 (37)

The crack nucleation energy is calculated to be about 0.2 MJ/(m3 cycle) at the strain
amplitude of 0.16%, which is close to the heat energy Q of 0.3 MJ/(m3 cycle) measured
by Meneghetti and Ricotta [12]. This means a fraction of the mechanical energy would
be converted to crack nucleation by forming new crack surfaces. To explain the energy
partition, a schematic of the simplified microstructure containing dislocation structures with
plastic deformation is shown in Figure 8 (For understanding the dislocation structure in real
materials, the readers are referred to look at transmission electron micrographs reported
in the literature). A dislocation structure typically consists of slip lines and persistent
slip bands, within which dislocation dipole pile-ups also exist (note that only vacancy
dipoles are drawn here for the sake of fatigue crack nucleation). At low strain amplitudes,
dislocation movement may lead to the formation of a ladder structure with dislocation walls
and channels. At high strain amplitudes, it may evolve into labyrinth or cell structures.
While the moving dislocations contribute to heat generation by lattice friction, dislocations
in the (non-moving) walls cause structural changes, increasing the internal energy and the
entropy by increasing the disorder of the lattice. When the dislocation dipole pile-up burst
into a crack, the energy stored in the pile-up array converts to the energy of new surface
formation, while the energy of those structural dislocations is stored in the material. Thus,
the total irreversible work per cycle can be transformed into three parts:

∆W =
∫
D

∫
σ dεp dV =

∫
D

∆Us dV +
∫
D

∆Uc dV +
∫
D

∆Uh dV (38)
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where Us is the energy stored in the material with irreversible structural changes, Uc is the
work contributing to the energy of fatigue crack nucleation (forming new surfaces), and Uh
is the part convertible to heat generation.
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It should be noted that a material coupon in a mechanical testing environment is not an
isolated system. The heat generated by self-heating mechanisms in the material coupon will
eventually dissipate into the environment, as outgoing heat flux. From Equation (38), it can
be inferred that the energy stored for disorder (irreversible structural change), Us, should
always be less than the total mechanical work input. As a material’s entropy is almost
impossible to be directly calculated by counting the order/disorder of the microstructural
change involving dislocation arrangements for a real crystalline material, as expressed
by Boltzmann’s equation: S = kB ln Ω, (kB is the Boltzmann constant, Ω is the number of
microstates that the system will exist relative to all the possible microstates), Equation (38)
serves as an indirect means to estimate that, once self-heating is precisely described.

Considering the formation of microcracks as part of the energy process, then the first
law of thermodynamics of the deformation process should be:

∆Π = ∆W0 + ∑
i

∂∆W
∂ai

∆ai − ∆Qh = ∆W0 −∑
i

Gi∆ai − ∆Qh (39)

with
G = −∂∆W

∂a
(40)

where ∆Π is the total energy, ∆W0 is the stored strain energy without cracking, ai is the
newly formed crack area, Gi is the Griffith energy release rate [61], and, here, Qh signifies
the heat loss due to energy dissipation.

Three instances can be inferred from Equation (39):

i. In a deformation process without structural changes and cracking, ∆Π = 0 and G = 0,
the dissipated energy (heat) can be equal to the mechanical work input, ∆Qh = ∆W0.

ii. In a deformation process without structural changes, but cracking occurs due to
fatigue, e.g., at low strain levels, ∆Π = 0 and G 6= 0, the dissipated energy (heat) would
be equal to the mechanical work less the crack-forming energy, ∆Qh = ∆W0−∑

i
Gi∆ai.

ii. In a deformation process with significant structural changes and cracking, e.g., at
high strain levels, ∆Π 6= 0 and G 6= 0, the dissipated energy (heat) would be
equal to the mechanical work less the structural change and crack-forming energies,
∆Qh = ∆W0 − ∆Ws −∑

i
Gi∆ai = ∆Wh, i.e., ∆Qh < ∆W.
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Instances I and II can be utilized to interrogate fatigue endurance limits using ther-
mographic methods. One of the difficulties in dealing with instance III is that it is hard
to formulate the entropy change in a deformed body in terms of internal state variables
at the continuum level. An internal state variable can be defined as the cross-sectional
area damage parameter ω (=0–1), as in the continuum damage mechanics [44]. As a result,
the effective stress is increased as given by σeff = σ/(1 − ω), leading to increased strain
energy stored within the material. This would partly account for the increased energy
dissipation, or increased temperature, towards the end of the fatigue process. However,
additional heat sources may be created along the process: once cracks have been nucleated,
mechanical rubbing between the mating crack surfaces will also generate heat during
fatigue. Therefore, physical links between the self-heating characteristics and the internal
state variables still need to be established, which can be a significant area of future research.

Another subject that needs to be considered along with thermodynamics is ultra-high
cycle fatigue (UHCF) with failure cycles exceeding 107. The UHCF behavior typically has a
duplex S-N curve behavior, where the location of fatigue crack nucleation has been found
almost exclusively in the specimen’s interior, usually at non-metallic inclusions [62–64].
In this case, local stiffness mismatch between the inclusion and the matrix could induce
local stress concentration, as treated by Eshelby [65], and thus cause crack nucleation and
subsequent propagation. This article does not mean to give a comprehensive review of the
UHCF studies but highlights the important aspects of self-heating.

In UHCF testing (exceeding 107 cycles), to achieve the fatigue life results in a matter of
days, the loading frequency would have to be in the kHz range [66]. It is then expected that
the test results are frequency-dependent. For example, fatigue tests run on 316 LN stainless
steel showed that the fatigue lives in air at 10 Hz were longer than those at 700 Hz [67].
It was observed that the specimen temperature reached a maximum of 270 ◦C during
the 700 Hz test. Here, at least two factors, internal crack nucleation and self-heating, are
compounded to create a complicated problem of local crack nucleation and heat generation,
conduction, and dissipation. The self-heating temperature as high as 270 ◦C could cause not
only thermal degradation of mechanical properties but also induce additional deformation
mechanisms such as dynamic strain aging in austenitic steels [68,69]. Pulsed loading and
forced air-cooling have been applied to avoid specimen heating, to improve the accuracy
and reproducibility of ultrasonic fatigue tests. Within the framework of this article, the
overall heat equation, Equation (9), still stands for UHCF, except that the employed cooling
techniques effectively changed the thermal boundary conditions of the test coupon. A
recent review discussed the usability of UHCF data [70].

4. Conclusions

This paper presents an overview of the self-heating phenomena and continuum ther-
modynamics framework that formulates energy dissipation and heat generation. It is also
emphasized that a mechanistic understanding of the self-heating mechanism/heat source
should be achieved to quantify the self-heating effect on fatigue behavior and better define
the transition from “non-damaging” to “damaging” self-heating. The main conclusions
from this review are as follows.

Infrared thermographic techniques have been developed to interrogate the self-heating
phenomena during fatigue testing, which generally undergoes three phases: Phase I with
steeply increasing temperature to a stabilized or steady-state, i.e., Phase II, followed by
an accelerating temperature increase to specimen rupture, Phase III. The initial slope
∂T/∂N of Phase I, the stabilized temperature increment ∆TAS in Phase II, and the heat
loss slope ∂T/∂N when the test is stopped in the middle of Phase II are heat generation
or heat loss characteristics. The fatigue endurance limit is often sought at the point of
intersection of the “non-damaging” and “damaging” heat generation curves (e.g., ∆TAS vs.
stress relations). As the thermographic method only depends on the data to establish the
stabilized Phase II, not to failure), it may provide a rapid alternative means to determine
the fatigue endurance limit.
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A continuum thermodynamics framework has been established from which the heat
equation is derived as the balance between mechanical work input, heat generation and
conduction (with convection as the boundary condition), and an increase in the internal
energy. Heat sources are expressed as (i) hysteresis energy due to internal friction/intrinsic
dissipation, (ii) thermoelastic energy, and (iii) energy arising from changes of internal state
variables. The second law of thermodynamics or the Clausius-Duhem inequality permits a
set of internal state variables as long as the product with their thermodynamic conjugate
forces are greater than zero. However, within the continuum framework, which assumes
the material is homogenous, the exact entropy production due to internal structural changes
is unknown.

In general, the heat generation processes include (i) thermoelasticity, internal frictions,
and (iii) intrinsic dissipation. Internal friction involves dislocation bowing back and forth
between weak pinning points, and returning to their original lattice position once the stress
is removed, which is a form of anelastic dislocation motion. Intrinsic dissipation occurs
by irreversible dislocation motion at either or both macro/microscopic scales, depending
on the load level, which will eventually lead to fatigue crack nucleation. For irreversible
processes, e.g., fatigue, the increase in internal energy is comprised of energy stored in
structural changes (entropy increase) and energy dissipated into heat (self-heating), as well
as energy to be released by cracking.

The Tanaka-Mura-Wu model, based on the dislocation dipole pile-up and release of its
energy to form new crack surfaces, is shown to provide class-A predictions for fatigue crack
nucleation life in terms of the material’s elastic modulus, the Burgers vector, the surface
energy, and the cyclic stress or plastic strain range. Therefore, it can predict fatigue life,
independent of conventional and thermographic fatigue testing.

Regarding the energy argument, according to the first law of thermodynamics, the
heat-dissipated energy, Qh, is contributed partly via the irreversible mechanical work, ∆W.
In deformation processes with structural changes and crack formation, Qh < ∆W. Only until
each working term is rigorously derived from the underlying physical mechanisms can the
heat energy dissipation be accurately described, and thus defining the fatigue endurance
limit through calorimetric analysis could be physically proven and established.
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