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Abstract: The high confinement mode (H-mode) is considered the optimal regime for the production
of energy through nuclear fusion for industrial purposes since it allows to increase the energy
confinement time of the plasma roughly by a factor of two. Consequently, it has been selected at
the moment as the standard scenario for the next generation of devices, such as ITER. However,
pressure-driven edge instabilities, known as edge localized modes (ELMs), are a distinct feature of this
plasma regime. Their extrapolated thermal and particle peak loads on the plasma-facing components
(PFC) of the next generation of devices are expected to be so high as to damage such structures,
compromising the normal operations of the reactors themselves. Consequently, the induced loads
have to be controlled; this can be achieved by mitigating ELMs. A possibility then lays in increasing
the ELMs frequency to lower the loads on the PFCs. As already demonstrated at JET, the pellet pacing
of ELMs is considered one of the most promising techniques for such scope, and its optimization
is therefore of great interest for present and future operations of nuclear fusion facilities. In this
work, we suggest a method to access primary pieces of information to perform statistics, assess
and characterize the pacing efficiency. The method, tested on JET data, is based on the clustering
(k-means) of convoluted signals, using so-called spectrogram cross-correlation, between the measured
pellets and ELMs time traces. Results have also been obtained by taking advantage of a new type of
diagnostic for measuring the ELMs dynamic, based on synthetic diamond sensors, faster than the
standard spectroscopic cameras used at JET.

Keywords: edge-localized modes; ELM pacing; pellets; diamond sensors; spectrogram cross-
correlation; clustering

1. Introduction

The demonstration of nuclear fusion as a sustainable, efficient, and abundant energy
source requires high-performance thermonuclear plasmas. Today, the high-confinement
mode (H-mode) is considered the best regime to produce fusion energy, since the energy
confinement time is enhanced by roughly a factor of two with reference to the so-called low-
confinement mode (L-mode) [1]. In H-mode, a transport barrier is formed at the edge of
the plasma, creating strong gradients in the pedestal region allowing to achieve higher core
temperatures, densities, and pressures, facilitating the ignition condition. However, several
problems arise in such a mode, including core impurity accumulation, ash poisoning, and
plasma instabilities such as the edge localized modes (ELMs).

ELMs are pressure-driven instabilities, appearing as radial plasma bursts hitting
the first wall, mostly induced by the fact that the electron density exceeds a threshold
value [1–3]. During an ELM, the pedestal pressure gradient collapses to a lower value in
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a few hundred microseconds before recovering, inducing the expulsion of a considerable
amount of particles and energy [4–6].

The energy and the particle flux released during an ELM involves high loads on the
PFC. Some ELM extrapolations for ITER suggest that the energy loss during large ELMs
(so-called type-I ELMs) ranges from 5 to 22 MJ and that about half of this energy will be
deposited in a region of about one square meter, involving a surface energy density that
ranges from 2.5 to 11 MJ m−2. Such loads are 5–20 times higher than any acceptable values
for the PFC [3].

Since future tokamaks will not be able to resist natural ELM loads, strategies to
suppress or mitigate their occurrence are being investigated. In general, the types of coun-
termeasures are divided into three approaches: radiating dispersion, ELM suppression,
and ELM mitigation and control. The first approach, the radiating dispersion, aims at
decreasing the inter-ELM heat loads onto the divertor by using gas seeding. The require-
ments for the radiated fraction (radiated power over the total output power) are quite
stringent, 50% for ITER [7] and 90% for DEMO [8] and at ITER such approach is still under
study. ELM suppression is instead based on the stabilisation of the ELM instability by
avoiding reaching the boundaries of the peeling–ballooning ELM stability limit, and at
ITER, it has been planned to perform it using resonant magnetic perturbation [9]. Finally,
the mitigation and control of ELMs intends to trigger ELMs to drive their frequency in
order to decrease the peak loads. In fact, large energy ELMs, the so-called type-I ELMs, are
characterised by an inverse proportionality between loads and frequency: the higher the
ELM frequency, the lower the energy released by a single ELM. Therefore, the main idea of
ELM control is to trigger ELMs with a high frequency in order to reduce the peak loads on
the PFC. Different approaches have been tested: vertical kicks [10–12], resonant magnetic
perturbations [13–15], and pellet pace-making [15–19].

The pellet pacing technique is based on injecting a frozen pellet, usually made up of
Deuterium, into the plasma. Such an approach has been investigated in ASDEX-Upgrade,
JET, DIII-D, and EAST, and it is considered one of the most relevant tools for ITER ELM
control [15–19]; at the same time, the physics of pellet pacing has been mostly analysed
through the non-linear MHD code called JOREK [20–23]. The pellet injection induces a
significant variation in the pressure profile at the edge of the plasma and alters the magnetic
topology by causing a strong growth of a chain of modes which facilitate the occurrence of
ELMs [24]. Therefore, the inter-ELM elapsing time interval decreases, allowing the control
of their frequency. On ASDEX-Upgrade, it has been observed that the time needed by a
pellet to trigger an ELM is less than 200 µs [25], while numerical simulations with JOREK
found, for the JET tokamak, a triggering time around 270 µs [22].

From a practical point of view, the assessment of ELM pacing efficiency is of great
relevance. Understanding when a pellet has triggered an ELM or not is a key piece of
information to develop optimised pacing strategies, especially for future tokamaks. As will
be discussed in Section 2, such an assessment is not an easy task because of the presence of
both natural and triggered ELMs. Consequently, to identify whether an ELM was triggered
by a paced pellet or not, and which pellet triggered, or not, an ELM statistical approach
such as unsupervised methods is required [26–28].

This work aims at presenting a new method for the assessment of triggering efficiency
by combining a convolution-based approach of spectrogram cross-correlation (SPCC) [29]
with the use of unsupervised machine learning. The algorithm has been tested on JET data.
Section 2 is dedicated to the description of the diagnostics used, while Section 3 presents the
method developed to perform the triggering assessment. Section 4 shows the application
of the method on real data and discusses the capabilities of this new approach. The last
section closes the paper with a discussion and conclusion of the found results.

2. Diagnostics

The main diagnostics used for the purposes of this work are briefly described in this
section. The next generation of devices, such as ITER, will face a relevant increase in the
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neutron fluxes, ranging from similar to present ones at JET, of the order of 1015 n/s in pure
Deuterium plasmas, up to 1021 n/s in standard Deuterium–Tritium ones. In such a harsh
environment, most of the diagnostics used in present reactors will not be able to operate;
therefore, alternatives must be found. Diamond-based detectors are one possibility, both
because of their endurance to high neutron fluxes and their broadband responsivity [30,31].
Since 2007, two diamond detectors for VUV and Soft X-ray measurements have been
installed at JET [30] to investigate their potentialities, and more recently on the FTU
machine [31,32]. This is the reason why in the following, data collected by the UV diamond
detector are shown for the first time in comparison with data from the spectroscopic
cameras at JET measuring the ELM fingerprints in Be II emission line. In this section, the
pellet injector diagnostic is shortly described, as well as the spectroscopic cameras currently
used at JET to determine the occurrence of an ELM, and the UV diamond detector.

2.1. JET Pellet Injection and Pellet Monitoring System

The JET pellet injection is a pneumatic-based propulsion injector able to shoot either
hydrogen or deuterium pellets. The system can be used for fuelling or pacing [33,34].
The size of fuelling deuterium pellets ranges from 8 mg to 12 mg, while pacing pellets
range from 0.47 mg to 0.69 mg (before pulse 93000) and from 0.86 mg to 1.23 mg thereafter.
Before 2015, the pellets could be injected from two different locations: either the equatorial
low field side (LFS) region or the vertical high field side (VHFS) one. Due to the higher
ELMs triggering efficiency of the VHFS [27], after 2015, the LFS has been dismissed. At the
moment, the maxima injection frequencies from such a launcher are 50 Hz for pacing pellets
and 15 Hz for fuelling ones [27]. This work has been conducted with pulses performed
after 2015. On the VHFS, the pellets are monitored from the injector to the vacuum vessel
with three microwave cavities (MW02, MW03, MW05) and one pellet-monitor system
(Figure 1) [18]. The monitor system is used to detect the pellet just before it enters the
vacuum vessel, and for this reason, being the most reliable fingerprint for the actual arrival
of a pellet into the plasma, it has been used as the reference signal to perform the analysis
in this work. However, it also has to be stated that about 10–20% of the pellets exiting the
duct are not detected by the monitor system and that the amplitude of the measured signal
is not strongly correlated with the pellet size [27]. The pellet monitor signal in the pulse
92238 is shown in Figure 2 (bottom plots).

2.2. Beryllium Spectroscopy

The beryllium line (Be II, λ = 527 nm) is a visible spectroscopic diagnostic [35] based on
a photomultiplier tube (PMT) with a narrow band pass filter (around 2 nm). At JET, there
are two Be II lines of sight, looking, respectively, at the inner and outer parts of the divertor.
The sampling rate of the diagnostics is 10 kHz. The Be II is the most common diagnostic
used to detect and analyse ELMs at JET considering the ITER-like wall installation. In the
Be signals, the ELMs are characterised by narrow and high pulses, as it is shown by the blue
lines of the top plots of Figure 2. Such a diagnostic is, however, sensitive to other atomic
physical processes characterizing the SOL that cannot be separated when characterizing
the shape of the ELMs.

2.3. Diamond UV Sensor

The UV diamond detector is a chemical vapour deposition (CVD) single crystal
diamond (SCD) detector in a metal/intrinsic/boron doped configuration, placed outside
the biological shielding wall, at 19 m from the plasma vessel. Its line of sight crosses the
core of the plasma on the midplane at an angle, as shown in Figure 3. The sampling rate is
200 kHz, i.e., 20 times faster than spectroscopy. The emission of ELMs in the UV region and
the high speed of these detectors make them suitable for accurate spectrogram analyses, as
it will be discussed in the next sections, allowing better time-resolved information [36,37].
The diamond sensitivity ranges from about 10 eV (225 nm) to a few keV and, since the
actual line of sight of the diagnostic runs through the main plasma, this diagnostic can also
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detect phenomena characterizing the core of the plasma. The signal of UV in the pulse
92238 is described by the red line in the top plots of Figure 2.
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3. Methodology

The assessment of ELM triggering by pellets is a typical problem where it is not
possible to apply supervised methods. From now on, the pellet monitor signal is indicated
as x(t), while the ELM signal (Be II or UV diamond) is y(t). Both pellets and ELMs are
characterized on their respective signals by rapid pulses. Such features usually appear as
rapid increases of the signals followed by slower decays to their base value of the type
shown in Figure 4a. The purpose of the method is to determine whether the pulse x(t) at
the time instance ti has triggered the pulse y(t) at the time ti + ∆ttrig, with the “triggering
time” ∆ttrig > 0. This goal is achieved by three main steps:

1. ELMs’ and pellets’ peaks detection (Section 3.1).
2. Spectrogram cross-correlation (SPCC) (Section 3.2).
3. Clustering of the SPCC signals (Section 3.3).

3.1. ELMs’ and Pellet’ Peaks Detection

The first step is necessary to define when ELMs occur and when pellets reach the
plasma. The scope is achieved through a peak detection algorithm [38]. For pellets, the
minimum amplitude considered is set to be 0.05 V, and two peaks are considered resolved
if two consecutive pellets’ centroids are more distant than one over ten times the expected
pellet frequency. For the ELM detection, the ELM time locations detected by Be II has
also been used for the UV data. While the optimal minimum width of the peak proved
to be 0.5 ms, the minimum peak height had to be set on a pulse-by-pulse basis in order
to ensure that all the ELMs were correctly detected and spurious peaks not considered.
Indeed, there are pulses for which the background, not related to the ELM events, changes
in amplitude because of different physical mechanisms involved and detected in any case
by the diagnostics; consequently, the peak height must be adjusted accordingly to perform
a correct analysis.

3.2. Spectrogram Cross-Correlation

Once the ELM and pellet time locations have been found, a criterion to determine if a
pellet triggered an ELM is needed. In this work, the spectrogram cross-correlation (SPCC)
method has been used [20]. For each detected ELM, the calculation of the SPCC signal as a
function of the time delay is performed as described in the following. Considering the i-th
ELM located at the time ti, the local spectrogram of the ELM and the pellets are calculated
as follows:

Pellet : X
(
ti − ∆ttrig, f

)
=
∫ ti−∆ttrig+∆tupward

ti−∆ttrig−∆tbackward

x(t)e−i2π f tdt (1)



Appl. Sci. 2022, 12, 3681 6 of 17

ELM : Y(ti, f ) =
∫ ti+∆tupward

ti−∆tbackward

y(t)e−i2π f tdt (2)

where ∆tbackward and ∆tupward are the backward and upward time windows used to calculate
the spectrogram, and ∆tupward + ∆tbackward is the total spectrogram window. The values of
the backward and upward time windows must be set to ensure that most of the relevant
features are calculated in the frequency domain. In this work, ∆tbackward is 400 µs and
∆tupward is 100 µs, leading to a total spectrogram window of 500 µs (and thus, the minimum
spectrogram frequency is 2 kHz). A numerical example of such spectrograms is reported in
Figure 4b for the pellet and in Figure 4c for the ELM-like structure.
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Then, the cross-correlation between the two spectrograms is computed as a function
of ∆ttrig:

P
(
∆ttrig

)
=

1
∆ f (∆ta + ∆tb)

∫ fend

fstart

∫ ti+∆tb

ti−∆ta
X
(
ti − ∆ttrig, f

)
Y(ti, f ) dt d f (3)
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where X
(
ti − ∆ttrig, f

)
is the complex conjugate of X

(
ti − ∆ttrig, f

)
, and fstart and fend are,

respectively, the minimum and maximum frequency of the spectrogram. The SPCC is
performed in a time window ranging from ti − ∆tb to ti + ∆tb, where ∆ta and ∆tb must
be large enough to ensure that the most important features are considered in the cross-
correlation (in this work, ∆ta is 3 ms and ∆tb is 1 ms). Figure 4d shows an example (by using
synthetic signals) of spectrogram cross-correlation as a function of ∆ttrig to illustrate the
method. In this example, the pellet is placed 0.1 s before the ELM; therefore, the maximum
P is obtained for ∆ttrig equal to 0.1 s.

The presence of a peak in the spectrogram cross-correlation does not demonstrate that
the pellet triggered the ELM, but just that the time distance between the two events is that
value. The assessment of ELM triggering must be performed by a statistical assumption,
i.e., that the SPCC of triggered ELMs should be statistically similar, with maxima located
at comparable values, while natural ELMs are expected to have SPCC profiles without
prominent peaks or with peaks located at random positions. In order to separate the two
classes of SPCC profiles, a k-means clustering approach has been used as described in the
next section.

3.3. Clustering of the SPCC Signals

The k-means is an unsupervised clustering algorithm that aims at partitioning n
observations into k clusters [39–41]. The algorithm clusters the data minimising the distance
between observations belonging to the same clusters and maximizing the distance between
the cluster centroids. The number of clusters must be set by the user, but if they are not
known a priori, a parametric analysis can be performed, and the best clustering can be
chosen. Several distance types can be performed in k-means analysis. The distance used
here is Cityblock (where the distance di,j between the point i and the point j is defined

as dij = ∑
∣∣∣xi,k − xj,k

∣∣∣) [42], since it provides higher stability, but comparable results have
been obtained also with squared Euclidian distance [40]. Since the results are affected by
the first guess clusters (especially for challenging problems), the clustering analysis can
be performed multiple times and the most frequent result is taken. Figure 5 shows an
illustrative example of k-means clustering, where un-classified data are separated into two
clusters, according to variable 1 and variable 2. In general, the k-means can perform the
clustering using any number of variables, and it can find from 1 to k number of clusters,
where k must be smaller than the number of observations N. In this work, the number of
expected clusters is two, natural and triggered ELMs, while the variables are the SPCC
values at each analysed time delay.
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the “within” distance and maximising the cluster centroid distance.
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Even if it is an unlikely event, the possibility has to be considered that pellets do not
trigger any ELM. In this case, the correct number of clusters is one (natural ELMs), while
the k-means searches for two clusters. In order to solve this problem, an indicator that
quantify the clustering quality has been used. Suppose to have N observations (in this
work, N SPCCs) described by M features (in this work, one feature is the SPCC value at one
time delay) and suppose that the data are clustered in two, k1 and k2. The first cluster will
have a number of observations Nk1, while the second cluster Nk2. This indicator is based
on comparing the variance of the un-clustered data:

σ2
unclustered =

1
N

1
M

N

∑
i=1

M

∑
j=1

(
xi,j − xi,j

)2 (4)

with the sum of the variances of the two clusters:

σ2
k1 =

1
Nk1

1
M

N

∑
k1=1

M

∑
j=1

(
xk1,j − xk1,j

)2
(5)

σ2
k2 =

1
Nk2

1
M

N

∑
k2=1

M

∑
j=1

(
xk2,j − xk2,j

)2
(6)

Thus, the indicator used to evaluate the quality of the cluster is:

Kscore =
σ2

unclustered
σ2

k1 + σ2
k2

(7)

This indicator highlights the relative change of the variance value when data are
clustered. If the two clusters are separated, the Kscore is bigger than one; otherwise, it tends
to one. The higher the Kscore is, the lower the uncertainty that the separation in two clusters
is misleading.

4. Application to Data

The methodology just described was applied to JET experimental data. Specifically, a
step-by-step application has been followed on a test pulse, the 92238 one, and described in
Section 4.1. Then, the same method has been applied to other discharges characterized by
either standard operational plasma parameters or unusually higher ones, such as very high
plasma current and high external additional heating power and the results summarized in
Table 1.

Table 1. Pulses analysed with the SPCC clustering method.

Pulse I [MA] Bt (T) nedl [1019 m−2] Te [keV] Ptot [MW] (% NBI) Triggering
Efficiency (%)

96713 3.5 3.3 20.0 8.0 37.1 (85.2%) 69.88%

96994 3.0 2.8 17.2 8.2 31.3 (90.6%) 69.07%

97824 3.0 2.8 23.6 5.0 29.5 (98.8%) 69.00%

97825 3.0 2.8 21.3 5.5 29.8 (98.0%) 72.73%

97835 3.8 3.6 20.0 7.5 34.1 (87.5%) 48.08%

98004 3.8 3.6 21.0 6.5 34.2 (94.8%) 51.54%

98005 4.0 3.6 25 7.0 32.8 (98.1%) 45.98%

4.1. Testing the Methodology on a Reference Pulse: The 92238 Case

Figure 2 shows the signals for ELMs (from the beryllium and the diamond UV diag-
nostics) and pellets (pellet monitor signal) during the pulse current flat top phase (left pair
of plots), and in a small-time window (for 48.0 s < t < 48.1 s, right pair of plots). It can
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be observed that ELMs appear as large and fast pulses on the Be signal and can be easily
detected (especially type-I ELMs).

In the case of the UV diamond, since the sensor line of sight was not optimised for
looking at the edge of the plasma, the signal might be affected also by different radiation
phenomena unrelated to the ELM. In order to minimise the influence of such spurious
signals, a moving median subtraction has been applied to the UV diamond time trace. The
Pellet monitor signal is characterised by narrow peaks indicating the crossing of Pellets.

Figure 6 shows the ELMs and pellets events detected using the peak detection algo-
rithm on the ELM and pellet signals, respectively. Considering the time window from 47.5 s
to 50.5 s, 114 ELMs and 59 pellets have been detected, involving an average measured
frequency of 38.0 Hz and 19.7 Hz, respectively.
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Pellets (bottom) using the peak detection algorithm.

The SPCC profiles calculated for each ELM are shown in Figure 7a using the beryllium
line (left) and the diamond UV (right).

By using the k-means, the profiles are clustered into two main groups. Then, the
average SPCC profile of the two groups is calculated (Figure 7b) and labelled according to
the physical expectations for each cluster. In fact, in the case of natural ELMs, the profile
is expected to be flat with a small average value on, while for triggered ELMs, the SPCC
should be peaked and have a higher amplitude feature, as shown. In Figure 7c, all the ELM
SPCC profiles are represented with their class.

A clear separation is observed for time delays from 0.0 ms to 1.5 ms, while for higher
time delays, sometimes high cross-correlation is observed for both classes, due to a for-
tuitous presence of a pellet before the considered ELM. For consistency, the approximate
probability of finding a spurious peak for a time delay from 2 ms to 10 ms was calculated
for natural ELMs in the following way.
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Figure 7. Top row (a): SPCC profiles (left using beryllium line, right using diamond UV) of the 114
detected ELMs. Middle row (b): average SPCC profile; bottom row (c): clustered SPCC profiles using
the k-means algorithm.

For a pellet frequency fpellet and a time delay range ∆tdelay, the number of pellets
expected in the range is ∆tdelay fpellet; therefore, the expected number of spurious SPCC
peaks is ∆tdelay fpelletNELM,natural . In this pulse, the pellet frequency is around 20 Hz, the
delay time window is 10 ms and the number of natural ELMs is 70. Therefore, the expected
number of spurious SPCC peaks is 11.2 ± 6.1 (95% CI), in line with the value found through
the analysis (8). In similar ways, one may calculate the number of expected false positives
(i.e., the number of natural ELMs classified as triggered). The analysis clearly shows that
triggered ELMs have a SPCC peak between 0 ms and 1 ms. The probability that a natural
ELM has a peak in this time window is 2.0% ± 3.4% (95% CI), which means 1.4 ± 2.4
(95% CI) false positives for the present shot.

The analysis on shot 92238 returned that 70 of 114 ELMs are natural, while 44 were
triggered. Thus, the triggered ELM percentage is 38.6%, while the triggering pellet per-
centage is 74.58% (44/59). The accordance between the beryllium line and diamond UV
analyses is 100% (all the ELMs have been classified in the same way). The Kscore is 1.83
for beryllium line analysis and 1.97 for diamond UV, suggesting that the cluster quality is
quite high.

A specificity analysis has been performed to test the capability of the algorithm to
avoid false triggered ELMs. Basically, the triggering assessment analysis has been done
between the ELM signals of pulse 92237 and the pellet signal of pulse 92238 (Figure 8). In
this case, of course, we should have that none of the pellets has triggered an ELM.
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Figure 8. The ELM signals of shot 92237 (top plot, beryllium in blue and diamond UV in red) and the
pellet signal of shot 92238 (bottom plot) used for the specificity analysis.

By performing the SPCC, the profiles in Figure 9 can be obtained. Contrary to the
pulse 92238, there are no statistical peak locations, and they are homogeneously distributed
on the time window. The SPCC peaks are due to fortuitous correlations. The number of
ELM is 84 (all to be considered untriggered by the pellets), the number of ELMs with SPCC
peaks is 13, while the expected number due to fortuitous correlation is 16.8 ± 7.3 (95% CI).
The k-means returns a Kscore below one for both ELM signals (0.90 for beryllium and 0.98
for diamond UV), involving that a separation in two clusters is not statistically significant
and would worsen the analysis. Therefore, the presence of ELMs triggered by pellets must
be excluded and a unique cluster of untriggered or natural ELMs emerges.
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Figure 9. SPCC profiles (left using beryllium line, right using diamond UV) of the detected ELMs of
shot 92237 correlated with the pellet of shot 92238.

Considering the test pulse 92238, then, once the SPCC profiles have been clustered,
it is possible to obtain further pieces of information by the analysis of the clusters, i.e., to
evaluate the mean value and the standard deviation for both classes.
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The differences between natural (blue for beryllium, light blue for diamond UV)
and triggered (red for beryllium and purple for diamond UV) ELMs are highlighted in
Figure 10. Triggered ELMs have high SPCC values for time delay smaller than 2 ms, with a
maximum value located at 200 µs for the beryllium line and 250 µs for the diamond UV
diagnostics, while for time delays higher than 2 ms, the triggered SPCCs converge to the
natural ones, indicating that those time delays do not provide any piece of information for
the triggering assessment. It must be noted that the beryllium line SPCC is affected by two
local maxima smaller than the diamond UV one. This difference, even if small, suggests
that the diamond UV may return more accurate values, especially for difficult pulses. This
improved information can be due to two main reasons: (a) the time resolutions of the two
diagnostics are different (beryllium line is 100 µs, while diamond UV is 5 µs); (b) the shape
of a typical ELM on the Be II signal is wider than the diamond UV.
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Figure 10. Average SPCC profile of natural and triggered ELMs for shot 92238 using beryllium line
and diamond UV diagnostics.

The statistical analysis of triggering times can be performed by calculating the time
delays at which a maximum SPCC is observed for each triggered ELM (∆ttrig,i). The Be line
diagnostic returns an average (median) triggering time of 250 µs (175 µs) with a standard
deviation of 37 µs, while the UV diagnostics returns an average (median) of 280 µs (250 µs)
with a standard deviation of 18 µs.

The results of the two analyses are mostly in accordance, and the average value is
comparable with the JOREK numerical simulations reported in literature [26], where the
authors found a triggering time (from the pellet injection to the ELM triggering) of about
270 µs.

It is worth discussing the sources of uncertainty that may affect the results. The first
limit on the time resolution is the sampling rate of the diagnostics: the beryllium has a
sampling rate of 10 kHz (∆tBe = 100 µs), the diamond UV of 200 kHz (∆tUV = 5 µs), and
the pellet signal monitor is at 1 MHz (∆tPellet = 1 µs). Therefore, the time resolution limit
due to the diagnostic sampling rate is about 100 µs for the beryllium-based analysis and 6
µs for the diamond-UV analysis. Moreover, a decrease in the time resolution is due to the
spectrogram calculation, which is performed in a specific time window (see Section 2.3).

For the sake of completeness, the reference assumptions of time delay in the present
analysis also have to be clarified. In the case of Be spectroscopy, the signal is often charac-
terised by two maxima, one very close to the rising edge, and a second one situated from 1
ms to 2 ms after it, as shown in Figure 11a. The second peak is also usually higher than the
first. The edge-peak distance also proves not to be constant. Its distribution spans from a
delay of 0.8 ms to 2.4 ms, involving that an analysis based on peak-to-peak distance would
be affected by significant uncertainty on the triggering time that would vary from about 1
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ms to 3 ms [18]. Instead, the rising edges of the signals have been considered to perform all
the statistics since they are not affected by this type of uncertainty.
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Figure 11. Reference distances for triggering time analysis (a). Edge–peak distance analysis of ELMs
using the beryllium line diagnostic (b) for all the 114 ELMs of the pulse in the time window considered.

4.2. Testing on Discharges with Different Plasma Parameters

The same analyses have been performed on a restricted set of pulses with either high
current and high external heating, or standard operational plasma current and external
heating power, as reported in Table 1. It has to be stated that the pulses here considered were
conducted with pellets having the same injection conditions such as the pellet diameter
and length (2 cm) and requested frequency (35 Hz) with the exception of the 96713 pulse
for which a slightly higher frequency had been set (45 Hz). Such difference, however, has
not influenced the results obtained with reference to the other pulses analysed.

The last column of the table shows the pellet triggering efficiency, i.e., the number of
triggering pellets divided by the total number of pellets. The triggering efficiency reported
seems to drop for pulses with higher plasma currents, i.e., with more than ~3.5 MA, but
this conclusion is slightly deceitful because the values reported are based on the optimal
selection of the threshold for the peak detection of the ELMs signals. High plasma current
pulses indeed show different typologies of ELMs, including compound ones for which
multiple peaks are observed. Consequently, lowering the threshold for the peak detection,
the triggering efficiency for such pulses rises to the values obtained for low plasma current,
but a proper justification for such choice would require a deeper analysis of the edge
physics involved for the different ELM dynamic observed that, while being an interesting
subject for further studies, goes far beyond the scope of this contribution.

Taking into consideration the definition given above of the triggering efficiency, the
estimates reported in Table 1 do not change even considering the percentage of pellets not
detected by the pellet local monitor, as specified in Section 2.1 (up to a 20%). On the other
hand, it should be stressed that the number of triggered ELMs is, however, underestimated
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when such missing pellets are not considered. Getting down into the details, the percentage
of underestimation of triggered ELMs (nME) would in fact be:

nME = 0.2·νPELL
νELM

·pTriggering E f f iciency
% (8)

The triggering times of the pellet-paced ELMs measured by the diamond UV and the
beryllium line are reported in Figure 12; also, for the pulses considered in this section, such
estimates are in line with JOREK prediction [26]. It can be observed that all the pulses,
considering their uncertainties, provide the similar values, suggesting that the average
triggering time is not affected by the plasma parameters and that this new method is
extremely robust, since it returns the same results in different conditions. However, it has
to be stressed how the mean estimates from the diamond UV detector are more in line with
the numerical simulations [26] with reference to the beryllium line, highlighting the quality
and importance of the measurements of such diagnostics.
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Figure 12. Average triggering time using diamond sensor and beryllium spectroscopy. The black line
reports the expected triggering time window with JOREK [17]. As it can be seen, even in different
physical scenarios, the estimates are compatible, but the diamond UV detector’s ones have averages
more in line with numerical estimates.

5. Conclusions

This work presents a new methodology to evaluate the efficiency of ELM pacing by
pellets. The type of analysis is “by pulse”, so it does not require a reference pulse to be
performed. It combines the spectrogram cross-correlation technique with the unsupervised
k-means approach to statistically assess: (a) if during a plasma pulse there are triggered
ELMs or not, (b) which ELM was triggered, (c) which pellet actually triggered an ELM,
(d) the triggering efficiency in both terms of percentage of triggered ELMs and percentage
of triggering pellets, and (e) the triggering time delay. The analysis of the spectrogram
cross-correlation signals of each triggered ELM indeed allows to calculate the triggering
time distribution, i.e., the time delay between a triggering pellet and the triggered ELM
in terms of rising edges of the signals. The results are in line with the ones calculated by
the numerical simulations [26], even in very different plasma scenarios, and confirm the
importance of the pellets pacing technique to trigger ELMs, as demonstrated empirically
at JET [27,43]. Furthermore, the statistical results obtained in this contribution confirm
the efficiency of the pellets technique for pacing ELMs. The suggested methodology is
expected to have several outcomes in ELM studies. In fact, the capability of classifying
which ELM has been triggered and which pellet triggered an ELM is a precious piece of
information to tune the pacing experiment, i.e., to optimize the ELM pacing. However,
further analysis is suggested to improve the performances, that in this study reach, in any
case, the upper limit of 73%. The methodology shown here can be in fact be used to select
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the not-triggered ELMs and consequently, to consider in more detail in future studies, the
physical causes of their behaviour.

The paper also highlights the importance of the UV diamond sensor as a possible
diagnostic for ELM tracking. The results obtained with this diagnostic are comparable to
the Be spectroscopy one. Indeed, both found the same triggered ELMs, the same triggering
efficiency, the same triggering pellets, and comparable triggering times within the estimated
uncertainties. However, the diamond detector provides estimates more in line with the
expectation [26] as Figure 12 reports, even with very different plasma conditions, as can
be expected by considering the different physical phenomena occurring at the edge in the
main region and those affecting the spectroscopic signal in the divertor. In particular, the
average SPCC signals of the triggered ELM are more peaked in the case of a diamond
sensor, as Figure 10 shows, while the signal in the case of the Be line, is characterised by
both a wider peak and a second local maximum. This feature implies that the calculation
of the triggering time is less accurate for the Be-based signal, as confirmed by the smaller
standard deviation of the triggering time calculated with the diamond sensor. All these
elements suggest that diamond sensors are good candidates for ELM detection and analysis.
Despite the results obtained, it is also worth underlining that the line of sight and the signal
amplification of the diamond sensor is not optimised for looking at ELMs.
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