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Abstract

:

Automatic speech recognition (ASR) is one of the ways used to transform acoustic speech signals into text. Over the last few decades, an enormous amount of research work has been done in the research area of speech recognition (SR). However, most studies have focused on building ASR systems based on adult speech. The recognition of children’s speech was neglected for some time, which means that the field of children’s SR research is wide open. Children’s SR is a challenging task due to the large variations in children’s articulatory, acoustic, physical, and linguistic characteristics compared to adult speech. Thus, the field became a very attractive area of research and it is important to understand where the main center of attention is, and what are the most widely used methods for extracting acoustic features, various acoustic models, speech datasets, the SR toolkits used during the recognition process, and so on. ASR systems or interfaces are extensively used and integrated into various real-life applications, such as search engines, the healthcare industry, biometric analysis, car systems, the military, aids for people with disabilities, and mobile devices. A systematic literature review (SLR) is presented in this work by extracting the relevant information from 76 research papers published from 2009 to 2020 in the field of ASR for children. The objective of this review is to throw light on the trends of research in children’s speech recognition and analyze the potential of trending techniques to recognize children’s speech.
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1. Introduction


In recent decades, remarkable progress has been accomplished in developing functional spoken dialog systems and automatic speech recognition (ASR) systems, and both are utilized in different applications. Several techniques have been proposed by researchers to improve the performance and recognition accuracy of ASR systems but these are mainly focused on speech recognition in adult speakers. According to the studies, the ASR system’s efficiency is lower when it is tested using children’s speech; this finding directed attention toward the area of more robust ASR systems for interpreting children’s utterances. Introducing suitable amounts of children’s speech data for training the system is one way of improving children’s speech recognition. However, the majority of public data sets are compiled with the assistance of adult speakers. Collecting a children’s speech corpus for training the ASR system is difficult and the data sets are usually smaller than the adult corpus. Acoustics and linguistic properties such as the spectral and temporal features of adults and children are also different. As a result of the variance in these characteristics, there is a mismatch between children’s and adult speech. The main reason behind these differences is the morphological and anatomical variabilities in the vocal tract and the fact that children have less control over prosodic features such as pitch, power, rhythm, and intonation. Various speaker normalization and adaptation techniques have been proposed to date, to reduce the mismatches. Thus, another method to improve children’s speech recognition is by reducing the size of the acoustic mismatch between adults’ and children’s speech by applying different algorithms. Thus, due to a limited data set and differences in acoustic and linguistic properties, recognizing children’s speech remains one of the most challenging parts of the ASR system. In the current research study, we have conducted an SLR exploring the studies published in the field of children’s speech recognition. An SLR is conducted by following the steps used by Asad Ali and Carmine Gravino in [1]. Using a block diagram, Figure 1 depicts the steps of developing a children’s speech recognition system in various matched and mismatched acoustic situations.



In contrast to earlier research, this systematic literature review offers a detailed examination of children’s speech recognition in the wider field of ASR. Furthermore, past research has focused on adult speech recognition and no SLR has been undertaken for the recognition of children’s speech in a variety of acoustic environments. Therefore, in this SLR, we began by providing a review of ASR, its categories, speech corpora, and toolkits for recognizing children’s speech, which is the study’s main topic. Following that, we discussed speech recognition issues and identified several methods for improving voice recognition in children and a variety of application areas. This provides a solid theoretical framework for the reader to build upon in order to fully appreciate the topic at hand, which is children’s speech recognition.



In total, 76 publications were included in the SLR, which were published throughout an 11-year period between 2009 and 2020. The following are some of the details gleaned from the above papers:




	(1)

	
The several ways of extracting front-end features.




	(2)

	
The various strategies for acoustic modeling.




	(3)

	
The audio corpora on which the system was trained and tested.




	(4)

	
The various types of speech recognition toolkits on the market.




	(5)

	
The various natural languages with which the algorithm was trained and tested.




	(6)

	
The types of environmental conditions (noisy, quiet, or neutral).




	(7)

	
The techniques for evaluating the system’s performance.




	(8)

	
The publication’s type (journal, conference, or workshop).




	(9)

	
The conference, workshop, or journal where the paper was presented and published.




	(10)

	
The distribution of papers over time.









The following points are the numerous gaps that were identified, based on the essential works chosen for this study and the information gathered about them.




	(1)

	
Continuous and spontaneous speech recognition for child speakers has received less attention than isolated and connected word speech recognition.




	(2)

	
Sufficiently large speech databases in numerous regional languages are not publicly available.




	(3)

	
Speech recognition systems’ efficiency and accuracy are quite low in regional languages with mismatched acoustic circumstances.




	(4)

	
The implementation of hybrid feature extraction approaches for obtaining acoustic features.









Motivation: Speech is an effective way for a human and a machine to communicate. Speech recognition, which is part of the computational linguistics field, is used to convert a received speech signal into text. ASR systems have only been developed for a few of the 7000 languages spoken on the globe. The recent changes in schools attest to the fact that the last 18 months have transformed the globe in ways we could never have foreseen. While it was once believed that e-learning would play a significant role in education in the future, it was utterly unforeseen that it would completely replace traditional classroom instruction so quickly. As a result of the COVID-19 pandemic, video conferencing has become an essential teaching tool, whether through virtual tutoring, language applications, video conferencing technologies, or online learning software. By delivering real-time captioning for all students, including those who are deaf or hard of hearing, speech recognition technology can increase the accessibility of video platforms, making online learning more inclusive. Additionally, students who do not speak English as a first language may find it easier to read captions and transcripts than to follow the teacher’s voice, which may have an unfamiliar accent or dialect. Speech recognition technology is also beneficial for children who have difficulty with handwriting or spelling. Instead of typing or writing by hand, children with dyslexia and other learning impairments can utilize speech-to-text technology to write using their voices. Children make up a sizable segment of the market that will benefit from advances in multi-media equipment that uses ASR technology. Children are one of the most likely users of computers for social interaction in terms of multimedia games, educational software, and education materials. In line with this finding, children are often more comfortable and joyful while using spoken-language interfaces. ASR interfaces must first recognize and then adapt to the user’s language, to match with or complement the user’s speech in order to make the machine more interesting to interact with. Thus, an ASR system for children is essential to make human–machine interaction more flexible. Abbreviations part contains a list of abbreviations used in this research.



This systematic review is organized as follows: Section 2 highlights current speech technology, ASR, the speech corpora available, ASR toolkits, challenges, children’s vs. adults’ speech patterns, and various approaches for the better recognition of children’s speech. The methodology we have followed to conduct the SLR is described in Section 3. The results obtained for each research question are presented in Section 4. Finally, Section 5 concludes with all the outcomes of conducting this SLR.




2. Background


2.1. Speech Technology


Speech technology involves the processing of spoken words; the words are treated either as a speech signal or as a natural language. In general, this refers to the study and processing methods of speech signals. To process the speech signals, signals are first converted into a digital format, so this is a special case of digital signal processing. Speech technology is a multi-disciplinary field that includes linguistics, psychology, signal processing, acoustics, pattern recognition, AI, and ML. Major research areas that come under the umbrella of speech technology are:




	
Speech recognition (speech to text);



	
Speech synthesis (text to speech);



	
Speaker recognition (identification of the speaker);



	
Speech encoding (compression of speech);



	
Multimodal interaction (modeling of natural text).








The purpose of this paper is to review and analyze the available studies on children’s ASR. To deal with resource availability, such as the speech corpus, a variety of ASR technologies have evolved into diverse language-specific systems.




2.2. Automatic Speech Recognition


Speech recognition is a multidisciplinary research area consisting of linguistics and computer science. It is also called speech-to-text (STT), computer speech recognition, or ASR. The ASR system accepts spoken words in an audio format, such as .raw or .wav files, then generates its content in text format and makes a computer understand the natural language. By “understand”, we mean to react appropriately, or transform the speech signal into another form, i.e., text. ASR systems generate models of given training data and speech is tested using these models, trained during the training phase. Depending on the type of speech, speaker, vocabulary, and environmental conditions, ASR systems are classified into different categories [2], which are shown in Figure 2.



An isolated word speech recognition system is one in which the software operates on one word at a time and requires a pause between each utterance, e.g., “one”, “five”, “Punjabi”. A connected word speech recognition system is similar to an isolated word system, but it allows different words or utterances to be spoken together, with a small pause between them, e.g., “7,814,108,877”. A continuous ASR system runs on speech signals in which different words are connected together without any pauses, e.g., “Today is Sunday”. Spontaneous word speech recognition, in which the system operates on natural speech and the system accepts every type of input, which may have grammatical errors, might be within a noisy environment, or may be false statements, e.g., made by commentators.



A speaker-dependent system must be trained for a specific speaker and learns speaker voice characteristics through training. Conversely, a speaker-independent system does not require any training and can be used by different people without any previous training to recognize each speaker’s speech characteristics. The speaker-adaptive system uses a small amount of speaker-specific data to adapt a speaker-independent ASR system, such that the system is attuned to the speech of a specific speaker. The vocabulary or dictionary consists of words that can be recognized by the ASR system. Thus, the size of its vocabulary also affects the accuracy of the speech recognition system. Tens of words make up a narrow- or small-vocabulary speech recognition system; a medium-sized vocabulary speech recognition system consists of hundreds of words. A large-sized vocabulary speech recognition system consists of thousands of words, whereas a very large-sized vocabulary speech recognition system consists of tens of thousands of words. Larger-sized vocabularies make it more difficult to recognize specific words compared to small-sized vocabularies.



ASR systems can be tested under different environmental conditions, such as noisy, noise-free, or neutral environments. Therefore, environmental conditions play an important role in developing a robust ASR system.




2.3. Resources for Automatic Speech Recognition


2.3.1. Speech Corpora


A speech corpora or corpus is a collection of spoken audio files, along with text transcriptions of the audio files [2]. In the field of speech recognition, speech corpora are used for acoustic analysis and to build acoustic models for recognizing the speech pattern or speaker. The availability of a sufficient amount of public speech corpora or corpus plays an important role when researching the field of speech recognition. While doing research in SR, some researchers use their own private speech corpus, whereas others prefer publicly available speech corpora. Most of the speech corpora used for children’s speech recognition were developed with the assistance of the 5–18 years age group. Some of the most commonly used, publicly available children’s speech corpora for acoustic modeling [3] in the different languages of British English, Russian, and Italian are:




	
PF-STAR children’s speech corpora;



	
TIDIGITS;



	
ChildIt corpora;



	
CID children’s speech corpora;



	
CUKids;



	
CMU Kids corpora;



	
EmoChildRu.








Adult speech corpora were also required for training the ASR system to achieve a better recognition rate when the system was tested under mismatched acoustic conditions. A few of the popular speech corpuses used for training children’s speech recognition systems [3] are:




	
WSJCAM0;



	
TED-LIUM ASR corpus;



	
TIMIT.









2.3.2. ASR Toolkits


In the case of general, operational, and customer-facing speech recognition, users may prefer to use products that are available commercially, such as Cortana, Google Cloud Speech API, Amazon Lex, or Dragon. However, in the case of research and development (R&D), when developing ASR applications, researchers have several choices of open-source speech recognition toolkits for building a speech recognition system. A list of top contenders in terms of free or open-source toolkits for speech recognition is shown in Table 1.



The hidden Markov toolkit (HTK) is a freely available and portable speech recognition toolkit for use by researchers. The Speech, Vision and Robotics group at Cambridge University used the C programming language to create the toolkit. The HTK is used for building large-vocabulary ASR systems using HMMs; along with this application, it is used in many other contexts, such as character recognition, speech synthesis, and DNA sequencing. From the year 2000, the HTK became freely available in the form of source code and is accessible through htk.eng.cam.ac.uk as a speech recognition research platform [4].



CMUSphinx is one of the more popular speech recognition toolkits, which contains multiple tools for creating speech applications. It was written and developed by researchers in Java programming at Carnegie Mellon University. Some components of the toolkit are Pocketsphinx, Sphinxbase, Sphinx4, and Sphinxtrain [5]. In 2000, the Sphinx group made some components of their speech recognizer open-source.



Kaldi [6] is another open-source SR toolkit written in the C++ programming language and is freely available using the Apache License v2.0, making it easily accessible for a wide community of researchers. Kaldi came into existence in 2009 at Johns Hopkins University via a workshop. It uses finite-state transducers for building speech recognition systems and supports deep neural networks, MMI, boosted MMI, feature-space discriminative training, and MCE discriminative training.



Julius is a high-performance speech recognizer toolkit with a large vocabulary and a continuous speech recognition (LVCSR) decoder and is freely available for researchers and developers working in speech technology. It is based on context-dependent HMM and word N-gram models. Julius is a free software toolkit developed by the IPA Japanese dictation toolkit project, which has been researching Japanese LVCSR since 1997 [7].





2.4. Challenges in the Development of the ASR System


There is great variability in the different speech dimensions. Therefore, this makes speech recognition a challenging task. However, research in this field is moving forward in terms of speech recognition. The various problems researchers are facing while processing the speech signals into the text are as follows.



2.4.1. Environment and Channel Characteristics


Background noise, room acoustics, and microphone properties play an important role in speech recognition. Voice-recording devices detect acoustic waveforms generated from speech by articulated sounds. Background noises in open spaces and areas like the underground, railway stations, and large rooms make it very difficult for ASR systems to understand and differentiate the specific soundwaves of speech from the anchor-voice microphone properties.




2.4.2. Echo


In acoustic and speech signal processing, echoes are sound waveforms that arrive at the listener after being reflected across various surfaces, such as tables, walls from a building, or other furniture. Due to this effect, sound waveforms received by the receptors are captured with less clarity and this reduces the accuracy of recognition.




2.4.3. Speaking Style


During the speech recognition process, the speaker’s speaking style is very significant. What type of speech the speaker is using, such as spontaneous speech or continuous natural speech, is important since these types are difficult to recognize, compared to the isolated or connected speech recognition forms.




2.4.4. Speaker Characteristics


The rate of speech, interpreting prosodic features such as pitch, power, intonation, stress, speaker age, and variations in pronunciation even when the same word is spoken by the same speaker also affect the recognition accuracy. Another major factor that makes it difficult to recognize and interpret speech is the variety of accents in languages. If the same words can be pronounced in multiple ways, the phonetics and syllables of the word differ for each spoken word, which makes it difficult to recognize for the ASR system.





2.5. Children’s vs. Adults’ Speech


The variations in the acoustics and linguistics of children’s and adults’ speech are discussed in this section. With increasing age and physical developmental changes in children, the spectral and temporal properties of speech are continuously affected [8,9]. As a result, the characteristics of the adults’ speech diverge from those of children as time passes. The main reason behind these differences is the morphological and anatomical differences in the vocal tract and the child’s lesser control of prosodic features such as pitch, power, rhythm, and intonation. Children’s formant and fundamental frequencies are higher in comparison to adults because of the smaller vocal folds and shorter vocal tract [10,11]. Age-dependent changes were found in the formant and fundamental frequencies of a child speaker aged between three and thirteen, in these studies. When children are young, they have very little experience in articulating sounds and have not learned as many words of the language compared to adults. Thus, the vocabulary size of the children is small and is different from adults since children use their associative skills and imagination to invent their own words. In general, with increasing age, the ability of children to efficiently use a language improves. There is a decrease in disfluencies with age; children’s voices reach adult-speaking levels at about 12 to 13 years of age. In the case of children between 8 and 10 years, the probability of the mispronunciation of words is high, almost twice that in 11- to 14-year-old children.




2.6. Approaches for the Better Recognition of Children’s Speech


Many studies confirmed that research has been conducted into targeting the adaptations of adult speech recognition systems toward children’s speech recognition. In the above section, we have discussed the various acoustic differences that exist between children’s and adults’ speech, which will be an important area to investigate when moving forward. A number of researchers have worked on compensating for the various acoustic variations influenced by short vocal tract length in children using vocal tract length normalization (VTLN). Due to these variations, an ASR system trained using adult speech delivered a poor recognition rate when tested using children’s speech and mismatched acoustic conditions. Thus, in this section, we discuss the approaches used for better children’s SR under mismatched conditions.



2.6.1. Speaker Normalization: Vocal Tract Length Normalization (VTLN)


Speaker normalization is used to normalize the acoustic data to minimize the mismatch with acoustic models. VTLN is one of the techniques for rapid speaker normalization or adaptation that is broadly used in speech recognition. It aims at narrowing down the inter-speaker acoustic irregularities due to differences in the vocal tract length (VTL) by warping the frequency axis of the speech spectrum of speakers. Research performed using VTLN shows a better recognition rate when the ASR system was trained using adult speech and tested using children’s speech [10,12,13]. Results obtained with the VTLN are still not satisfactory because there are other factors, along with differences in the VTL, that make children’s speech different from adult speech. Along with VTLM, the model-based acoustic adaptation technique of HMM/GMM parameters and Gaussian parameters, such as maximum a posteriori (MAP) and maximum likelihood linear regression adaptation (MLLR) are also helping to increase the recognition rate of the ASR system.




2.6.2. Maximum a Posteriori (MAP)


MAP [14,15,16], also called Bayesian adaptation, is one of the most popular model-based acoustic model adaptation systems. MAP estimates the model parameters more robustly compared to maximum-likelihood (ML) estimation when data availability is lower because its estimates do not require a massive dataset of speech samples as it also makes use of a priori information with ML estimation. The re-estimation of model parameters is performed independently of one another in the MAP adaptation. The MAP estimate is then set up by moving the values of the original prior parameter toward the ML estimates. Thus, you can say that the MAP estimate is a weighted average between the prior estimate and ML estimate.




2.6.3. Maximum Likelihood Linear Regression (MLLR) Adaptation


MLLR is a model-based technique for GMM-based systems [17,18]. The model parameters are adapted indirectly, without any updating, by learning linear transforms to adapt the acoustic classes, i.e., mean and covariance parameters. The main advantage of the adaptation methods based on a linear transform is that all Gaussian parameters can be adapted with only a few or a single transformation. For each acoustic class, there is a separate transformation. The acoustic class can be chosen as a subset of phonemes, an individual speaker, or an acoustic environment. MLLR has been demonstrated to work consistently well, down to just 10 s of adaptation data.



Constrained MLLR (cMLLR): the cMLLR is a version of MLLR in which the same linear transform is used for the mean and the covariance parameters. This is very interesting because it also corresponds to a linear transform of the features. This means that given a GMM system, a cMLLR adaptation transform can be estimated and used as a feature space adaptation transform (speaker normalization) for any acoustic modeling approach (e.g., a neural network). In signal processing, feature space MLLR (fMLLR) is a global feature transform that is particularly applied in a speaker-adaptive way, wherein fMLLR mutates the acoustic features of the signal to speaker-adapted acoustic features with the help of a transformation matrix multiplication operation. In some studies, fMLLR has also been called cMLLR [19].




2.6.4. Speaker-Adaptive Training (SAT)


In acoustic modeling, SAT is a standard and well-established technique for GMM models. Acoustic models trained with the help of the SAT adaptation technique do not depend on the speakers being present during the training and generalize better to obscure the speakers who are present during the testing. In SAT adaptation, transforms are computed at training time as well as at test time. This has the advantage of consistency, as it assumes that an adaptation transformation is learned for every speaker encountered by the system [20,21].




2.6.5. Dynamic Time Warping (DTW)


To recognize the compatibility of a speech signal, a special algorithm is needed, that of dynamic time warping (DTW). When comparing the similarity of a pattern across time zones, the DTW approach is utilized [22]. The narrower the distance formed, the closer the two sound patterns are. Because their sound patterns are identical, the two voices are assumed to be the same. The initial data from the voice recognition process are then turned into frequency waves.





2.7. Significance of ASR in Various Fields


Speech applications are installed publicly in railways, multiplexes, airport communication, and tourist places where people are answered when they pose instant queries. This technology plays an important role in leveling the gap between people with language communication problems. Because it is difficult for blind and sight-impaired individuals to read from a screen and writing on a sheet of paper every time is inefficient in today’s world, speech recognition is a potential interface for physically handicapped persons. Major real-life applications where speech recognition plays an important role are:




	
Car or vehicle infotainment systems;



	
In education and daily life, such as talking to robots;



	
Telephony and computer gaming;



	
Controlling digital devices (Alexa and Google Home);



	
Health care (medical documentation and therapeutic use);



	
In the military (aircraft and helicopters);



	
People with disabilities;



	
Intelligent virtual assistants (IVAs).










3. Methodology


This survey is based on the guidelines and steps presented by Ali and Gravino in the SLR [1].



3.1. Research Question (RQ)


Before starting a study, research professionals, as well as successful student researchers, develop research questions because they are key to conducting the SLR research process. These questions influence the remaining steps in the research process by outlining exactly what the authors are aiming to learn from the studies. The main goal of this SLR is to identify and explore the research papers and research work conducted in the field of children’s speech recognition. The following RQ were identified to direct this review:




	
RQ 1: What are the different categories of research papers that were included in the review process?



	
RQ 2: How were front-end acoustic features extracted from the speech signal?



	
RQ 3: Which acoustic models have been used for training and testing in the studies?



	
RQ 4: What type of speech datasets were used during the training and testing of the models in the papers included in the SLR?



	
RQ 5: Which toolkits are used by the authors for speech recognition?



	
RQ 6: What are the different natural languages used to develop the ASR system?



	
RQ 7: What type of environmental conditions were used by researchers to develop the speech recognition system?



	
RQ 8: Which are the evaluation methods used to assess the overall performance?









3.2. Search Scheme


After identifying the research questions, we identified and downloaded the research papers, based on the following search criteria:




	
Primary search;



	
Secondary search.








For conducting the primary search, the following steps were followed:




	
Identification of the key terms related to the research questions.



	
Synonyms of the key terms used in step 1 are also used.



	
Limitation of the search results, where the Boolean operators AND and OR are used during the searching.








The research papers that were missed during the primary search were identified by reviewing the references of the primary search papers in a secondary search.



The key terms used in the primary search string were:




	
(“Children speech recognition”);



	
(“Automatic speech recognition”) AND (“children”);



	
(“speech recognition” OR “children speech recognition”) AND (“Children” OR “children’s”).








The following databases were used for searching and selecting the research papers for conducting this review:




	
IEEE Xplore;



	
Google Scholar;



	
ScienceDirect;



	
ResearchGate;



	
Scopus;



	
Springer.








The research papers used in the review were published from 2009 to 2020. The above-listed databases were used to extract the research papers. During the primary search, we identified and selected about 165 research papers. After that, a secondary search was conducted to identify the missed research papers in the initial search, with the help of the references in the selected papers. By using a secondary search, we found 20 more relevant research papers. Thus, after combining both search results, a total of 185 papers were selected. Out of these 185 papers, eventually, 76 publications were used for conducting the systemic review by applying various inclusion/exclusion and quality assessment criteria. The inclusion/exclusion criteria used to filter the papers are explained in the next section.




3.3. Study Selection


Once the searching and selection of the research papers were conducted based on the titles and abstracts, inclusion/exclusion and quality assessment criteria were applied to gain more authentic and relevant research papers. The inclusion and exclusion criteria used for filtering and deciding which research papers were to be included are the following:




	
Inclusion Criteria:




	
Research papers that used only a children’s or children + adults speech corpus for building the ASR system.



	
Research papers that focus on children’s speech recognition in terms of speech technology.



	
The research papers that are published in conferences, as well as journals; only the papers that were published in the journal were included in the survey.








	
Exclusion Criteria:




	
Research papers that were related to speech and that focused on speech recognition but did not use children’s speech for building the speech recognition system.



	
Research papers that used children’s speech in an area of speech technology other than speech recognition.



	
All the duplicated research papers that were downloaded from various digital databases.



	
Review papers.














3.4. Quality Assessment Benchmarks


After defining the inclusion and exclusion criteria for the research papers, quality assessment benchmarks are the final step we used to ascertain the reliability and applicability of the research papers in the SLR. We can, therefore, say that quality assessment benchmarks can be considered the additional criterion for the selection of the research papers. Different quality assessment rules were applied to evaluate the quality of the research papers. Ten quality assessment questions were used to establish the final list of research papers for the SLR. Depending upon their quality and ability to answer the RQ, we have decided to give scores for each question, based on the following rules.



	
Rule 1: A score of 1 is given if the answer to the RQ meets the full requirements.



	
Rule 2: A score of 0 is given if RQ is not answered.



	
Rule 3: A score of 0.5 is given if the answer to the RQ is average.



	
Rule 4: A score of 0.75 is given if the RQ answer is above average.



	
Rule 5: A score of 0.25 is given if the RQ answer is below average.






The below-mentioned questions are used to determine the quality assessment criteria.



	
Q 1. Are the objectives of the research work are clearly defined?



	
Q 2. Is the area of speech recognition used clearly defined or not?



	
Q 2. Are the research gap and challenges mentioned in the papers?



	
Q 3. Are the feature extraction methods deliberated and well-defined?



	
Q 4. Are the classification methods and acoustic units clearly stated?



	
Q 5. Are the details of the speech corpora clearly defined and the experiments performed on sufficient speech corpora?



	
Q 6. Are the language and environmental conditions defined in the papers?



	
Q 7. Are the evaluation methods used to evaluate the performance appropriately?



	
Q 8. Is the experimental work conducted or not?



	
Q 9. How recent are the research papers?



	
Q 10. Are the limitations of the conducted research work analyzed explicitly?






After applying the quality assessment rules, the total score was counted by adding the score of each question. If the total score is more than 6 then the paper was included in the SLR and the rest of the papers were excluded. Finally, we have selected the 76 most punctilious and relevant studies after conducting the steps of inclusion, exclusion criteria, quality assessment questions, and removing the duplicate research papers.




3.5. Data Extraction


In this section, the final 76 research papers are used to extract the data to answer the research questions mentioned in Section 3.1. For each paper, we have assigned a paper ID for easy identification, listed at the end of the paper in Appendix A. For all the papers published in the year 2020, the authors assigned a paper ID as A1, A2, …, AN, and for the year 2019 B1, B2, …, BN. In this way, we have assigned unique IDs to all the 76 research papers included in the SLR. During the data extraction process, it was found that not all the research papers gave answers to all the questions. Details regarding the counts of research papers published each year from 2020 to 2009 are shown in Figure 3.





4. Results


In this section, we discuss the results obtained for each research question mentioned in Section 4.1.



4.1. RQ 1: What Are the Different Categories of Research Papers That Were Included in the Review Process?


76 research papers are included to conduct a systematic review and fall into three categories: journal papers, conference papers, and workshop papers. Figure 4 presents the percentage distribution of research papers between these three categories. Most of the research papers included in the review were published in conference proceedings and cover 62% (47 papers) of the papers used. Then, 24% (18 papers) of the papers were published in journals and, thus, fall into the journal category. The rest of the 14% (11 papers) belong to the workshop papers group. Information regarding the publication of the papers is presented in Table 2, Table 3 and Table 4.



Table 2 shows the name, count, and percentage of the papers published in the conference proceedings. From the table, it is clear that most of the conference papers, i.e., 36.17%, were published in INTERSPEECH. In addition, 14.89% of the conference papers were published in Signal Processing and Communications (SPCOM), and ICASSP published 10.64% of conference papers. Then, 6.38%, 4.26%, and 2.13% of the papers were published in TENCON, Italian Computational Linguistics Conference, and International Symposium on Chinese Spoken Language Processing (ISCSLP) conference proceedings, respectively. The rest of the papers (25%) were published in the remaining 13 conferences mentioned in Table 2.



Table 3 shows details of the workshop papers. The table shows that 45.45% of the papers were published in the Workshop on Child Computer Interaction (WOCCI) and 27.27% in the Spoken Language Technology (SLT) workshop. The remaining 27.28% were published in the Automatic Speech Recognition and Understanding Workshop (ASRU) and Computing and Communication Workshop and Conference (CCWC).



Finally, in Table 4, we present the details of the papers published in the journals. Computer Speech & Language journal published 22.22% of the journal category papers. IEEE Signal Processing Letters (11.11%), Digital Signal Processing (11.11%), and the CSI Transactions on ICT (11.11%) journals published 33.33% of the journal papers. The rest of the 8 journals mentioned in the table published the remaining papers.




4.2. RQ 2: How Were the Front-End Acoustic Features Extracted from the Speech Signal?


Extracting the acoustic features from the speech signal plays an important role in getting higher accuracy and performance from the ASR system. There are several feature extraction techniques available to extract features in the front end. Figure 5 shows the various feature extraction techniques used by the researchers. From the studies, it was found that 80.26% of research papers used MFCC in the front end, and it was the first choice of the researchers to extract the acoustic features. The PLPCC feature extraction technique was used in 5.26% of the papers. Spectral moment features were extracted by using SMAC in 3.96% of the papers and 2.63% of the papers used the LPC feature extraction process. The rest of the 14.47% of papers used VMD-MFCC, PNS-MFCC, BFCC, GFCC, running spectrum filtering (RSF), running spectrum analysis (RSA), PLP, stochastic feature mapping (SFM), and the PMVDR feature extraction process.




4.3. RQ 3: Which Acoustic Models Have Been Used for Training and Testing in the Studies?


An acoustic model is a statistical representation in ASR to show the relationship between the audio signals and phonemes that make up a word. The model is trained with the help of audio files or recordings and the corresponding text transcriptions. Figure 5 shows the different acoustic models used in the research papers. From the studies, it was found that most of the researchers trained the system using multiple hybrid acoustic models. The most commonly used models are based on GMM, SGMM, and DNN. The GMM-HMM-based acoustic model was used in 44.76% of the papers. SGMM-HMM was also used in 9.21% of papers. In addition, 35.53% used a hybrid DNN-HMM acoustic model, and 14.47% solely used DNN as an acoustic model to train the system. Some researchers used the RNN-based LSTM model, which comprise 10.53% of the papers. Papers that used HMM-based acoustic models comprise 14.47% of the papers. The rest of the papers used a time-delay neural network (TDNN), CNN-based acoustic model, Baum–Welch algorithm, Gaussian mixture model (GMM), and support vector machines (SVM), as shown in Figure 6.




4.4. RQ 4: What Type of Speech Datasets Were Used during the Training and Testing of the Models in the Papers Included in the SLR?


The speech dataset used for developing speech recognition plays an important role in obtaining a higher speech recognition rate. From the studies, it was found that different datasets were used by the researchers to test and train the speech recognition system. Datasets can be either private or public, and most of the datasets were publicly available on the web. Most of the researchers used multiple datasets for training and testing the ASR system. Table 5 gives information on the datasets used in the research papers. From the table, it is clear that the datasets WSJCAM0 and PF-STAR are the first choice of the researchers to train and test the children’s ASR system. The WSJCAM0 dataset was used in 26 research papers and the PF-STAR dataset was also used in 26 research papers. In 13 research papers, researchers preferred the TIDIGIT dataset. Along with this finding, ChildIt, TIMIT, and the CMU Kid dataset were used in 7, 4, and 4 papers, respectively. The rest of the papers used the researchers’ private or other datasets.




4.5. RQ 5: Which Toolkits Are Used by the Authors for Speech Recognition?


This section presents the speech recognition toolkits used by the researchers to recognize the speech signals. Figure 7 and Appendix B gives detailed information on the toolkits used. From the studies, it was found that almost half of the papers (48.68%) used the Kaldi toolkit for performing the experiments and was the first choice of the researchers. In certain papers (21.05%), the authors used the HTK toolkit for developing the ASR system, while CMU Sphinx was used in 2.63% of papers. In 27.63% of studies, the authors have not mentioned the name of the ASR toolkit used for performing the experiments.




4.6. RQ 6: What Are the Different Natural Languages Used to Develop the ASR System?


In this section, we discuss the languages used by researchers to build a Children’s ASR system. Figure 8 and Appendix C present information concerning the various languages used in the studies. In 63% out of 76 papers included in the systematic review, researchers used a dataset built using the English language to train and test the ASR system. The Italian language was used in 9% of the papers. In 5% of the papers, the Mandarin language is used by the researchers. The authors of the studies also developed children’s speech recognition systems for the Malay, Russian, Japanese, Punjabi, German, and Portuguese languages. In 5% of the papers, the authors did not mention the language used, while 4% used multiple languages for training and testing the system.




4.7. RQ 7: What Type of Environmental Conditions Were Used by Researchers to Develop the Speech Recognition System?


Environmental conditions play an important role in the development of the speech corpus for building an ASR system. Different environmental conditions were used by researchers to develop the speech corpus for training and testing the system, as shown in Figure 9. Neutral, noisy, and noise-free environmental conditions were used in the studies. In total, 86.8% of the papers used a neutral environment, while 9.2% used noise-free speech datasets for training and testing the system, and only 3.9% used noisy environmental conditions.




4.8. RQ 8: Which Are the Evaluation Methods Used to Evaluate the Overall Performance?


The authors used a variety of evaluation methodologies to assess the overall efficiency and performance of the proposed system. According to the research, the majority of researchers used the word error rate (WER) to evaluate the performance of the produced system. From Table 6, it is clear that 73.7% of the papers used WER as an evaluation method. The accuracy of the system was calculated in 7.9% of the papers to measure the performance of the system. The phone error rate (PER) is another evaluation method used in 6.6% of the studies. The rest of the papers used the sentence error rate, unweighted average recall (UAR), character error rate (CER), sentence correctness, and word correctness evaluation methods.





5. Discussion and Conclusions


In this paper, we have presented a systematic literature review of children’s speech recognition systems studied from 2009 to 2020. The data and information gathered from studies on feature extraction, auditory modeling, datasets, different languages, and surroundings can be used to construct an ASR system for children. This also benefits researchers in conducting new studies to improve the recognition of children’s speech. Additionally, data acquired from research publications helps in determining the research area trends and research gaps in this field. From the studies, it was found that research into the recognition of children’s speech and its variations are in a very small group of studies. Recognition accuracy was also lagging compared to adult speech recognition.



After conducting the SLR it was found that most of the papers (62%) were published by the conferences, while Interspeech published 36.17% of the conference research papers. In the case of journals, the majority of the research papers (22.2%) were published by the Computer Speech & Language journal, while WOCCI is one of the popular workshops where 45.45% of the workshop papers were published.



In terms of extracting acoustic features from speech signals, the MFCC feature extraction technique is the one most used in 80% of the research conducted by researchers. Researchers prefer hybrid acoustic models instead of using standalone models for classification. The GMM-HMM hybrid model was used in 44.74% of the studies and the DNN-HMM model was used in 35.53% of the studies. Most of the work (63.16%) was conducted for the English language and far less work was conducted for other languages, namely, Italian, Mandarin, Malay, Punjabi, and many more. It was also found that the Kaldi toolkit is the most popular speech recognition toolkit and is the first choice of researchers when developing ASR systems. In the past five years, work conducted in the field of children’s speech recognition has rapidly increased; the highest number of papers were published in 2018. This systematic review introduces the trends in the field of children’s ASR for those researchers who have very little information about the topic, especially for those who are interested in children’s speech recognition programs.
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Table A1. Assigned Paper IDs.






Table A1. Assigned Paper IDs.





	Paper ID
	Reference Number
	Paper ID
	Reference Number
	Paper ID
	Reference Number
	Paper ID
	Reference Number





	A1
	[23]
	A2
	[24]
	A3
	[25]
	A4
	[26]



	A5
	[27]
	A6
	[21]
	B1
	[28]
	B2
	[29]



	B3
	[30]
	B4
	[31]
	B5
	[32]
	B6
	[33]



	B7
	[34]
	B8
	[35]
	B9
	[36]
	C1
	[37]



	C2
	[38]
	C3
	[39]
	C4
	[40]
	C5
	[41]



	C6
	[42]
	C7
	[43]
	C8
	[44]
	C9
	[45]



	C10
	[46]
	C11
	[47]
	C12
	[48]
	C13
	[49]



	D1
	[50]
	D2
	[51]
	D3
	[52]
	D4
	[53]



	D5
	[54]
	D6
	[55]
	D7
	[56]
	D8
	[57]



	D9
	[58]
	D10
	[59]
	D11
	[60]
	D12
	[61]



	E1
	[62]
	E2
	[63]
	E3
	[64]
	E4
	[65]



	E5
	[66]
	E6
	[67]
	E7
	[68]
	E8
	[69]



	E9
	[70]
	F1
	[71]
	F2
	[72]
	F3
	[73]



	F4
	[74]
	F5
	[75]
	F6
	[76]
	G1
	[77]



	G2
	[78]
	G3
	[79]
	G4
	[80]
	G5
	[81]



	G6
	[82]
	H1
	[83]
	H2
	[84]
	H3
	[85]



	I1
	[86]
	I2
	[87]
	J1
	[88]
	J2
	[89]



	J3
	[90]
	K1
	[91]
	K2
	[92]
	K3
	[93]



	K4
	[94]
	L1
	[95]
	L2
	[96]
	L3
	[97]
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Table A2. SR Toolkits used in the studies.






Table A2. SR Toolkits used in the studies.





	Speech Recognition Toolkit
	Paper ID





	Hidden Markov Toolkit (HTK)
	C10, E1, F2, F5, F6, G1, G4, H2, H3, I2, J1, K1, K3, K4, L2, L3



	Kaldi
	A1, A2, A5, A6, B2, B3, B4, B5, B6, B7, B8, B9, C1, C2, C3, C6, C7, C8, C9, C11, C12, C13, D2, D4, D5, D7, D9, D10, D11, E2, E3, E5, E6, E7, E8, F3, G5



	CMU Sphinx
	G3, J3



	Not mentioned
	A3, A4, B1, C4, C5, D1, D3, D6, D8, D12, E4, E9, F1, F4, G2, G6, H1, I1, J2, K2









Appendix C




[image: Table] 





Table A3. Natural languages used in the studies.






Table A3. Natural languages used in the studies.





	Language
	Paper ID





	English
	A1, A2, A3, A4, A5, B2, B5, B6, B7, B8, B9, C2, C3, C6, C8, C9, C10, C11, C12, C13, D2, D4, D7. D9, D10, D11, E2, E3, E6, E7, E8, E9, F2, F3, F5, F6, G2, G4, G5, H2, H3, I2, J1, K1, K3, K4, L2, L3



	Italian
	E4, E5, F3, G3, G6, J3, L1



	Mandarin
	B3, B4, D1, D8



	Malay
	E1, G1, I1



	Russian
	A4, D6



	Japanese
	B1, C5



	Punjabi
	A6



	German
	K2



	Portuguese
	H1



	Other (NM)
	D3, D5, F4, J2



	Multiple
	C1, C4, D12
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Figure 1. ASR model for recognizing children’s speech with acoustic variabilities. 
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Figure 2. ASR system categories. 
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Figure 3. Year-wise publication count from 2009 to 2020. 






Figure 3. Year-wise publication count from 2009 to 2020.



[image: Applsci 12 04419 g003]







[image: Applsci 12 04419 g004 550] 





Figure 4. Percentage of journal, conference, and workshop papers included in the SLR. 
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Figure 5. Techniques used to extract the acoustic features. 
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Figure 6. Acoustic models used by the researchers. 
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Figure 7. Toolkits used for speech recognition. 
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Figure 8. Languages used in the studies. 
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Figure 9. Environmental conditions used in the studies. 
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Table 1. Open-source ASR toolkits.
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	Speech Recognition Toolkit
	Description
	License
	Open-Source
	Programming Language
	Supported Language





	Hidden Markov Toolkit (HTK)
	HMM neural net
	HTK specific
	Not strictly open source
	C
	English; version 3.5 released December 2015



	CMU Sphinx
	HMM
	Berkeley Software Distribution (BSD)
	Yes
	Java
	English, German, Russian, Mandarin, French



	Kaldi
	Neural net, finite-state transducers
	Apache v2.0
	Yes
	C++
	English



	Julius
	HMM trigrams
	Berkeley Software Distribution (BSD)
	Yes
	C
	Japanese, English










[image: Table] 





Table 2. Conference research papers included in the review.






Table 2. Conference research papers included in the review.





	Paper ID
	Conference Title
	Count
	%





	A3, C1, C3, B7, D4
	ICASSP
	5
	10.64



	A2, C2, G4, C8, E3, I2, K1
	Signal Processing and Communications (SPCOM)
	7
	14.89



	A6
	International Conference on Inventive Research in Computing Applications
	1
	2.13



	B4, D1, D11 E7, E8, F1, F2, F3, C9, D5, D10, H3, J1, K3, L1, L2, L3
	INTERSPEECH
	17
	36.17



	C5
	International Symposium on Communications and Information Technologies (ISCIT)
	1
	2.13



	C7
	Spoken Language Technologies for Under-Resourced Languages
	1
	2.13



	D2, E6, F6
	TENCON
	3
	6.38



	C11, E4
	Italian Computational Linguistics Conference (CLiC-it)
	2
	4.26



	G1
	International Student Project Conference (ICT-ISPC2014)
	1
	2.13



	B8
	International Symposium on Multimedia and Communication Technology (ISMAC)
	1
	2.13



	B9
	Asia-Pacific Signal and Information Processing Association Annual Summit and Conference (APSIPA ASC)
	1
	2.13



	E9
	International Symposium on Chinese Spoken Language Processing (ISCSLP)
	1
	2.13



	D12
	International Conference on Asian Language Processing (IALP)
	1
	2.13



	H1
	Speech and Language Technology in Education
	1
	2.13



	I1
	International Conference on Computational Intelligence, Modeling and Simulation
	1
	2.13



	J2
	International Conference on Artificial Intelligence
	1
	2.13



	J3
	Italian Association of Speech Sciences
	1
	2.13



	H2
	Indicon
	1
	2.13
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Table 3. Workshop research papers included in the review.
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	Paper ID
	Workshop Title
	Count
	%





	A4
	CCWC
	1
	9.09



	B1, B3
	ASRU
	2
	18.18



	E5, G6, K2
	Spoken Language Technology Workshop (SLT)
	3
	27.27



	E2, G2, G3, G5, D7
	Workshop on Child Computer Interaction (WOCCI)
	5
	45.45
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Table 4. Journal research papers included in the review.
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	Paper ID
	Journal Name
	#
	%





	A1, A5, C13, D6
	Computer Speech & Language
	4
	22.2



	B2
	Pattern Recognition Letters
	1
	5.6



	B5, D9
	IEEE SIGNAL PROCESSING LETTERS
	2
	11.1



	B6, C12
	Digital Signal Processing
	2
	11.1



	C4
	CSI Transactions on ICT
	1
	5.6



	C6, C10
	Circuits Syst Signal Process
	2
	11.1



	D3
	Trends in Hearing
	1
	5.6



	D8
	Frontiers in psychology
	1
	5.6



	E1
	International Journal of Computer, Electrical, Automation, Control, and Information Engineering
	1
	5.6



	F4
	The Journal of the Acoustical Society of America
	1
	5.6



	F5
	International Journal of Speech Technology
	1
	5.6



	K4
	EURASIP Journal on Audio, Speech, and Music Processing
	1
	5.6
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Table 5. Corpus details.
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	Corpus Name
	Paper ID
	Count
	%





	WSJCAM0
	A2, A3, B2, B5, B6, B7, C2, C3, C6, C8, C9, C10, C11, C12, C13, D2, D4, D9, D10, E3, E6, E7, F5, F6, H3, K3
	26
	34.21



	PF-STAR
	A2, A3, B2, B5, B6, B7, C1, C2, C6, C8, C9, C10, C11, C13, D2, D4, D7, D9, D10, E3, E6, E7, E8, F5, F6, K3
	26
	34.21



	TIDIGIT
	B8, C3, C11, F5, G4, H2, H3, I2, J1, K1, K3, K4, L3
	13
	17.11



	ChildIt
	E4, E5, F3, G3, G6, J3, L1
	7
	9.21



	TIMIT
	E1, E9, F2, L2
	4
	5.26



	CMU Kid
	D5, D11, E9, H3
	4
	5.26



	Other
	A1, A4, A5, A6, B1, B9, C4, C5, C7, D1, D3, D6, D8, D12, E2, F1, F4, G1, G2, G5, H1, I1, J2, K2
	24
	32.89
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Table 6. Evaluation methods used.
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	Evaluation Method
	Paper ID
	Count
	%





	Word Error Rate (WER)
	A1, A2, A3, A5, A6, B2, B3, B4, B5, B6, B7, B9, C1, C2, C3, C4,C6, C7, C8, C9, C10, C11, C12, C13, D2, D4, D5, D7, D9, D10, D11, D12, E2, E3, E5, E6, E7, E8, E9, F1, F3 F5, F6, G4, G5, H1, H2, H3, I2, J1, J2, K1, K3, K4, L2, L3
	56
	73.7



	Sentence Error Rates
	A1, B8
	2
	2.6



	Unweighted Average Recall (UAR)
	D6
	1
	1.3



	Character Error Rate (CER)
	B1
	1
	1.3



	Accuracy Rate
	C5, D6, E1, F2, I1, K2
	6
	7.9



	Phone Error Rate
	E4, G3, G6, J3, L1
	5
	6.6



	Sentence Correctness
	G1
	1
	1.3



	Word Correctness
	G1, K2
	2
	2.6
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