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Abstract

:

People with speech impediments and hearing impairments, whether congenital or acquired, often encounter difficulty in speaking. Therefore, to acquire conversational communication abilities, it is necessary to practice lipreading and imitation so that correct vocalization can be achieved. In conventional lipreading methods using machine learning, model refinement and multimodal processing are the norm to maintain high accuracy. However, since 3D point clouds can now be obtained using smartphones and other devices, it is becoming viable to consider methods that use 3D information. Therefore, given the obvious relation between vowel pronunciation and three-dimensional (3D) lip shape, in this study, we propose a method of extracting and discriminating vowel features via deep learning using 3D point clouds of the lip region. For training, we created two datasets: mixed-gender and male-only datasets. The results of the experiment showed that the average accuracy rate of the k-fold cross-validation exceeded 70% for both the mixed-gender and male-only data. In particular, although the proposed method was ~3.835% less accurate than the machine learning results for 2D images, the training parameters were reduced by 92.834%, and the proposed method succeeded in obtaining vowel features from 3D lip shapes.
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1. Introduction


People with speech impediments and hearing impairments, whether congenital or acquired, often encounter difficulty in speaking [1]. Therefore, it is necessary to practice vocalizations, so that they can speak correctly [2]. In this way, they can acquire conversational speaking abilities that are common to otherwise healthy people. Communication also requires listening. For this, many people are required to acquire lipreading skills to interpret the movements of other people’s mouths and determine the contents of conversations [3]. In particular, Japanese, as a 50-syllable language, is composed of a combination of consonants and vowels to form a single sound, so research on inferring consonants from vowel sequences and inferring words has been active in the field of natural language [4]. This is rooted in the fact that the lipreader actually understands the language by looking at the shape of the mouth and the order in which it moves. Therefore, in Japanese, vowel identification is important in lipreading, in learning in developmental training, and in machine lipreading.



In Japanese speech practice, it is fundamental to learn the pronunciation of vowels [5] that are phonetically formed by mouth shapes. To practice vowels, an instructor presents the shape of the mouth for pronunciation, and the trainee imitates the shape [3].



In recent years, as smartphones and cameras have become mainstream, machine learning lipreading techniques have been actively researched using algorithmic methods to identify specific words with high accuracy [6,7]. This makes it possible for healthy, speech-impaired, or hearing-impaired people to imitate what the other person is saying on a display, such as a smartphone, simply by silently changing the shape of their mouth [7]. However, this technique only accounts for the listening part of a conversation and is a tool that can be used by people who can vocalize well.



Even today, there are few tools for learning correct pronunciation, and vocal practice with a trainer is the norm. Many proposed training methods that use information processing are multimodal and use multiple processing devices, images, sounds, and vocal fold sensors, which impose a heavy burden during training [8]. Therefore, the authors believe that the three-dimensional (3D) shapes of the mouth can play a leading role in machine-learning-assisted pronunciation training. Hence, we have been studying the identification of vowels using 3D point clouds [9]. TOF cameras that use infrared sensors emit infrared light of a specific wavelength and measure the distance to an object according to its time of flight [10]. Since only specific wavelengths are detected, it is possible to acquire a 3D point cloud robust to the lighting environment of the shooting environment [11]. The use of a 3D point cloud is also expected to be a recognition method as previously reported, as it is robust to the effects of facial orientation if the area to be identified can be captured [12]. As a conventional vowel recognition method based on two-dimensional (2D) images, a method has been proposed to recognize the shape of lips as a feature of frontal 2D images of faces [13]. However, the identification rate of the method using the polyline lip region is 59.8%, whereas that of the method using the spline curve lip region is 61.6%. Using only 2D images has the problem of misrecognizing mouth shapes similar to “a” and “e”, resulting in a low identification rate. In the method proposed by the authors, a 3D point cloud was acquired using a time-of-flight (ToF) camera for vowel identification, and it was confirmed that a high identification rate was obtained by adding depth information to the frontal image. The 3D point cloud comprises the shape information of the lips, obtained via 3D images of the lips; such information is not available in 2D images. Therefore, a different method is required for identification, instead of the feature points used from color information. However, their original method lacked versatility because it was necessary to save each trainee’s mouth shape as model data.



In this study, we aimed to capture and identify mouth features as vowels, excluding features related to each person’s vocalization, by learning the shape of the mouth through deep learning using a 3D point cloud.




2. Materials and Methods


The five Japanese vowels are phonetically distinct and rely on well-known and easy-to-practice changes in mouth shape [14]. Hence, simple resonant vocalization can be used to create the basic phonemes. The characteristics of speech resonance can be extracted from recorded speech signals by manipulating the amplitude spectrum. Peak resonance frequency measurement is the norm [15]. The formant frequencies are called the first formant (F1), second formant (F2), and third formant (F3) in descending order, and it has been reported previously that Japanese vowels can be distinguished mainly by F1 and F2 [16]. As the formant frequency of Japanese vowels is determined by the shape of the mouth, a three-dimensional (3D) interpretation of mouth shape should be capable of discriminating vowels. In the proposed method, the mouth shapes of the five vowels pronounced by a healthy Japanese subject were acquired as 3D point clouds. Next, using a model that can learn 3D point clouds, we divided the 3D point clouds acquired by learning into five classes. Finally, the unknown mouth shapes of the vowels were identified and evaluated.



2.1. Acquisition of 3D Point Cloud of Mouth Shape during Vowel Pronunciation


First, landmarks of a person’s face were detected from a video acquired using a color camera, and the lip region was then determined based on visual landmarks. Figure 1 shows an example of lip-region detection. Dlib’s FaceLandmark Detector was used for landmark detection in Figure 1. Dlib’s FaceLandmark is capable of acquiring 68 points for facial contours, eyebrows, eyes, and other parts of the face. The detection accuracy and speed are high as it corresponds to the orientation and size of the face using a machine learning model. The 68 points to be acquired include the contours of the face, nose, eyes, and mouth. Even if the position of the lips cannot be accurately captured due to a mustache, etc., the position of the lips can be estimated and detected from other feature points. In this case, 20 points of Dlib’s FaceLandmark adjacent to the lip contours were used. From these 20 points, we could obtain the boundary (contour) of the lips by connecting the adjacent points to the outside and inside of the lips, respectively. Next, a 3D sensor was used to acquire a 3D point cloud. By mapping the coordinates of the 3D sensor and the color camera to both in advance, the color image and the coordinates on the 3D point cloud were matched. This made it possible to use the coordinates of the lip area acquired from the color camera as coordinates in the 3D point cloud. Figure 2 shows an example of the lip region extracted from a 3D point cloud. Figure 2 shows an example of a lip point cloud cut from a face point cloud based on the lip contour obtained in Figure 1. The 3D sensor used in this study uses the ToF method [10] rather than a stereo camera method [17] because the mouth shape was photographed at a short distance and the lips had little color change. With stereo imaging, it may not be possible to detect feature points. The ToF method is a 3D sensor that measures the distance using the time it takes for the ultrashort pulses to be reflected by the measuring object and return to the light-receiving device without using feature points. As lip color varies considerably from person to person, the color information is not stored because it may affect identification processes.




2.2. Identification and Learning of Lip Area via 3D Point Cloud


The properties of 3D point clouds include permutation and transformation invariance of points. Therefore, it is possible to design a model with a high degree of freedom for identification by maintaining these properties and performing deep learning. Permutation invariance means that even if the order of input values changes, the output value can be handled by a fixed function, such as sum, average, or maximum value selection. In deep learning networks, maximum pooling is the hierarchy of the network that corresponds to the property of permutation invariance. In transformation invariance, the shape of the point cloud appears to be different depending on the viewpoint from which it is taken, but the relationship between the points in the point cloud remains the same, regardless of the viewpoint. Thus, it minimizes the effect during training. The effort required in the learning process can be minimized.



The classification of the proposed method uses a model for 3D point clouds called PointNet [18]. Figure 3 shows the training model used in the proposed method. The ‘n’ in Figure 3 indicates the number of point clouds. In the learning model, the input transform first performed an affine transformation on the input point cloud (input points) to approximate the movement invariance. Thereafter, features were extracted from the affine-transformed point cloud with a multilayer perceptron composed by PyTyorch’s nn. Linear, feature transform was used to apply affine transformation to the extracted features. The multilayer perceptron was used again to extract feature data. Max pooling was then used to extract feature data that were sequentially invariant. Global features were used for segmentation as well as classification, but since this paper only performed classification, it was necessary to perform a final transformation. The features were transformed into the number of classes k using a multilayer perceptron and classified accordingly. Final class identification was performed using SoftMax. The bold square indicates the feature array size of the processed point cloud or array. At this time, the multilayer perceptron shared the weights among the points and maintained them, and the number of points was arbitrary since max pooling was applied to extract the strongest features from the point cloud.





3. Results


3.1. Dataset


As two-dimensional (2D) images are the mainstream for identifying Japanese speech information and no dataset of Japanese vowels captured in 3D has yet been made public, we asked our laboratory students to cooperate in creating a dataset. The dataset was created by obtaining data from 16 male and female students in their 20s (13 males and 3 females). One mouth shape acquired equals one record, and the correspondence between the acquired subjects and the records is shown in Table 1. “A”, “I”, “U”, “E”, and “O” shapes were acquired in succession. The total number of records acquired was 245 (each vowel: 49).



To acquire the records, we first used Vzense’s DCAM710 as the 3D sensor, for which DCAM710 has a built-in color camera and a ToF camera, and the mapping method was provided by the manufacturer’s software development kit to align the coordinates between each camera. Table 2 shows the specifications of the DCAM710 used in the experiment. The subject was placed on a forehead stand, as shown in Figure 4, and the distance between the ToF camera and the subject was set to 0.50 m. The subject was instructed by the measurer to pronounce clearly with a mouth shape in which the basic mouth shape is clearly distinguishable, and the measurement timing was performed by the measurer. For landmark acquisition in the lip region, we used the face landmark detector from Dlib [19]. The face was illuminated from the front to ensure accurate landmark acquisition.




3.2. Experimental Environment


Using the prepared dataset, we trained PointNet, which was programmed using Python and PyTorch. Nvidia’s CUDA toolkit was introduced for fast graphical processing unit (GPU)-based training. Table 3 shows the computer environment in which training and identification were performed.




3.3. Experimental Method


K-fold cross-validation was used in the experiment to examine the relationship between 3D mouth shape and vowel class identification. The prepared dataset was divided into training, validation, and test sets. The number of records of training, validation, and test sets is presented in Table 4. In k-fold cross-validation, k = 10, the training set and validation set were interchanged. The training set, validation set, and test set were divided such that each vowel had the same number of records. The record no. used as the test data is shown in Table 5. Records other than those in Table 5 were used for k-fold cross-validation. Additionally, two types of training and testing were conducted: mixed-gender and male-only datasets. The combination of formant frequencies of male and female vowels is very different, and it is possible to discriminate between males and females according to frequency of pitch [20]; the purpose of this experiment was to determine the effect of gender on pitch frequency. The training epoch was set at 500, and the bit size was set at 16. The optimizer for the machine learning model was Adam [21], and the loss function was F.cross_entropy() from PyTorch. The training data should be used without padding. In order to compare the results with conventional methods, 2D images taken simultaneously during the acquisition of the 3D point cloud dataset were used to compare the results with those obtained using Xception [22]. Xception is considered to be one of the most accurate methods for classifying 2D images.




3.4. Experimental Results


The results of the k-fold cross-validation are shown in Table 6 and Table 7. In addition, from the fold no., one validation result from each of the two experiments was selected (mixed-gender and male-only: rows in bold in Table 6 and Table 7). The accuracy percentage during the learning process is shown in Figure 5, and losses are shown in Figure 6. The solid and dotted lines represent the results for the training and validation data, respectively. The test data were divided using the respective post-training models; the corresponding confusion matrices are presented in Table 8 and Table 9. The results of the validation using the Xception model, a conventional method, are shown in Table 10 and Table 11. The learning time was 36 min and 6 s for a mixed-gender case and 34 min and 26 s for a male-only case to learn one fold, compared to 2 h, 2 min, and 49 s for a mixed-gender case and 1 h, 24 min, and 40 s for a male-only case with the Xception model, which is the conventional method.





4. Discussion


Table 6 and Table 7 show that the accuracy rate of k-fold cross-validation exceeded 70% in both the mixed-gender and male-only experiments. As shown in Table 8 and Table 9, the accuracy of the test data identification results was 82.67% for the mixed-gender experiment and 85.20% for the male-only experiment. From the training results using 2D images (the conventional method: Table 10 and Table 11) and those from 3D point clouds (the proposed method: Table 6 and Table 7), it can be seen that in the mixed results, accuracy, recall, and F-measure decreased by 2.945%, 3.835%, and 3.458%, respectively, while precision increased by 0.404% in accuracy compared to the conventional method. The male-only results show that the accuracy, precision, recall, and F-measure decreased by 2.538%, 0.487%, 2.795%, and 2.689%, respectively. The total parameters of the Xception model used in the experiment was 22,960,173, while the total number of parameters of the proposed method was 1,645,385. The total parameters of the proposed method was 92.834% less than that of the conventional method. The proposed method uses only the coordinates of the point cloud and does not use pixel information, while the conventional method uses image coordinates and pixel information. Therefore, the input information was reduced, contributing to a reduction in the number of parameters. In addition, by generating a training model for vowel identification using a 3D point cloud, it is possible to maintain the order independence that provides degrees of freedom in the input array of point clouds. A point cloud of only the lip region can extract lip shape features with a few parameters and achieve 3.835% accuracy, as compared to conventional methods. In machine learning methods, models with a huge number of parameters have been proposed to improve accuracy, and research has also been conducted to reduce the number of parameters and decrease the computational cost [22]. Xception, which was used as a conventional method in this study, is also known as a method that reduces the number of parameters while maintaining a highly accurate model [22]. In the proposed method, by changing the input data from 2D images to 3D point clouds in the same way, it was confirmed that the number of parameters can be reduced, and identification can be performed with a high degree of accuracy.



A hidden-Markov-model-based method has been proposed for identifying Japanese vowels [23]. In this conventional method [23], as in the proposed method, only the lip region is extracted for recognition; the average vowel identification rate from the lip region alone was 75.4%. Another method, the dynamic-contour-model-based vowel recognition method, extracts the lip shape and uses this information to recognize vowels [24]; the average discrimination rate of this method was 72.3%. The identification rate of the proposed method using the male-only dataset was 4.48% higher than that of the HMM-based approach and 8.96% higher than that of the DCM-based approach.



In recent years, multimodal methods have been reported for Japanese speech recognition [25]. This method uses speech information, color images, and depth images for training, and the best recognition rate (79.1%) was achieved using all three. Table 6 and Table 7 show that the proposed method discriminated 71.3% of the test data with k-fold cross-validation accuracy for the mixed-gender dataset and 78.8% for the male-only dataset, indicating that the proposed method is more accurate than the conventional method in terms of the discrimination rate of the test data. From this result, it can be claimed that the accuracy of the proposed method and that of the conventional method are comparable. However, unlike the conventional method, the proposed method is a discrimination method using only 3D depth point clouds. The noise in the depth image of the conventional method may have affected the accuracy of the conventional method. Figure 7 shows the depth image used for training in the conventional method. Figure 7 shows that depth data other than those of the lip region are included. It is thought that the depth noise outside the lip region affects the discrimination rate. In our proposed method, we removed the learning noise other than that for the lips by learning with a 3D point cloud of only the lip region, as shown in Figure 2. Furthermore, by treating the 3D data as a point cloud, we achieved a more robust recognition of lip movements.



Table 6 and Table 7 indicate that the results of the male-only experiment were better than those of the mixed-gender experiment for all parameters. From the training process shown in Figure 5, the accuracy rate during validation was higher than that during training when using the male-only dataset. In other words, the model trained on a training dataset with a large number of data correctly answered a larger number of validation data. Conversely, in the case of the mixed-gender dataset, the accuracy rate during validation decreased more than that during training. This can be explained by the fact that there were many data that did not fit the trained model. In other words, the mixed-gender model was over-trained for the training dataset and could not make correct judgments on the data at the time of validation. For the male-only dataset, the model parameters obtained from the training data were appropriate, and the accuracy rate increased during validation. The reason for the change in the learning state depending on the dataset is thought to be related to the differences in the skeletal structure of men and women. In fact, in the field of phonetics, a difference in formant frequency between males and females has been reported [14]. In other words, it is thought that the shape of the mouth, the factor that causes changes in formant frequency, also differs significantly between men and women. Hence, this factor was thought to cause overfitting during the study.



In the future, the proposed method is expected to be implemented in smartphones equipped with stereo cameras and TOF cameras, which have been increasing steadily in recent years and are capable of facial recognition [26]. Combined with natural language processing, which identifies vowels in real time and estimates words based on vowel sequences, the proposed method could contribute to the development of systems in which subtitles and letters can be typed without speech. In addition, since the number of parameters was significantly reduced and the training time was also shortened by using the proposed method, it can be assumed that the machine specs used for identification can be implemented even in small mobile devices such as smartphones.




5. Conclusions


Speech- and hearing-impaired persons often have difficulty speaking. Therefore, in order to learn how to communicate through conversation, they require practice to achieve correct vocalization. For efficient practice, it is important to understand the features related to the pronunciation of each language. In this study, we used deep learning to learn the features of vowel and consonant vocalizations from a 3D point cloud in the lip region, and the following three points were confirmed as a result:




	
Vowel identification is possible with a classifier model using a 3D point cloud as well as with a 2D image.



	
Comparison with the learning results of conventionally used 2D images showed that the accuracy error was within 3.835%, and that the number of learning parameters could be reduced by 92.834%.



	
The accuracy, precision, reproducibility, and F-value of the training results for male-only data were higher than those for mixed-sex data.



	
In Japanese, there is a difference in the shape of the mouth in the pronunciation of males and females, so when imitating the shape of the mouth, practice by two people of the same gender is the best way to learn the correct shape.
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Figure 1. Example of lip area detection with a color camera. 
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Figure 2. Example of lip area extraction from 3D point cloud. 
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Figure 3. Training model. “mlp:” multilayer perceptron. 
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Figure 4. Capturing environment of 3D mouth. 
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Figure 5. Progress of learning of training and validation data (accuracy). 
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Figure 6. Progress of learning training and validation data (loss). 
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Figure 7. (a) Color and (b) depth images used for training in conventional methods [25] (Figure 3). 
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Table 1. Retrieved record information.






Table 1. Retrieved record information.





	Subject
	Sex
	Record_No
	Number





	S00001
	Male
	1–5, 131–135, 241–245
	15



	S00002
	Male
	6–10, 51–55, 171–175, 191–195
	20



	S00003
	Male
	11–15, 61–65, 121–125
	15



	S00004
	Male
	16–20, 56–60, 206–210, 216–220
	20



	S00005
	Female
	21–25, 31–35, 161–165, 181–185
	20



	S00006
	Female
	26–30, 226–230, 236–240
	15



	S00007
	Male
	36–40, 76–80, 116–120
	15



	S00008
	Male
	41–45, 106–110, 126–130, 136–140
	20



	S00009
	Male
	46–50, 141–145, 151–155
	15



	S00010
	Female
	66–70, 221–225, 231–235
	15



	S00011
	Male
	71–75, 101–105
	10



	S00012
	Male
	81–85, 111–115, 146–150, 196–200
	20



	S00013
	Male
	86–90, 166–170, 186–190
	15



	S00014
	Male
	91–95
	5



	S00015
	Male
	96–100, 201–205, 211–215
	15



	S00016
	male
	156–160, 176–180
	10
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Table 2. Specifications of DCAM710.






Table 2. Specifications of DCAM710.





	
Camera

	
Contents

	
Specifications






	
RGB Color

	
Resolution

	
640 × 480 (pixels)




	

	
FPS

	
30




	

	
FOV

	
73° (H) × 42° (V)




	

	
Output format

	
RGB MJPEG




	
TOF

	
Resolution

	
640 × 480 (pixels)




	

	
FPS

	
30




	

	
FOV

	
69° (H) × 51° (V)




	

	
Output format

	
Depth RAW12




	

	
Laser (VCSEL)

	
850 nm




	

	
Use Range

	
0.35 m~1.50 m




	

	
Accuracy

	
<1% (relative to the distance)




	
Interface

	
USB 2.0
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Table 3. Computer environment in which learning and identification took place.






Table 3. Computer environment in which learning and identification took place.





	Contents
	Specifications





	OS
	Windows Server 2016 Datacenter x64



	CPU
	Intel i7-7820X @ 3.6 GHz



	Memory
	48 GB



	GPU
	NVIDIA GeForce GTX 1080 Ti 11 GB



	Python
	Version 3.6.11



	PyTorch
	Version 1.7.0



	CUDA Toolkit
	Version 10.1.243
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Table 4. Number of records used for training, validation, and testing.






Table 4. Number of records used for training, validation, and testing.











	
	Training
	Verification
	Test





	Mixed-gender
	180
	20
	45



	Male-only
	153
	17
	25
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Table 5. Record no. combinations of test data used in each experiment (training and verification data used for k-fold cross-validation used records other than those in this table).






Table 5. Record no. combinations of test data used in each experiment (training and verification data used for k-fold cross-validation used records other than those in this table).











	
	
	Test Data
	Number





	Mixed-gender
	“A”
	1,21,36,56,71,111,116,121,141
	9



	
	“I”
	37,67,87,127,132,147,157,177,197
	9



	
	“U”
	38,43,48,53,73,123,168,208,228
	9



	
	“E”
	4,9,49,69,114,124,164,179,184
	9



	
	“O”
	35,75,95,165,170,180,190,215,225
	9



	Male-only
	“A”
	11,96,116,121,241
	5



	
	“I”
	7,72,192,197,202
	5



	
	“U”
	83,93,98,128,218
	5



	
	“E”
	44,59,64,84,89
	5



	
	“O”
	40,90,135,190,220
	5
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Table 6. Accuracy, precision, recall, and F-measure of proposal method (mixed-gender).






Table 6. Accuracy, precision, recall, and F-measure of proposal method (mixed-gender).





	Fold No.
	Accuracy
	Precision
	Recall
	F-Measure





	1
	0.667
	0.643
	0.660
	0.637



	2
	0.792
	0.845
	0.780
	0.785



	3
	0.792
	0.852
	0.770
	0.753



	4
	0.625
	0.596
	0.610
	0.588



	5
	0.792
	0.800
	0.790
	0.788



	6
	0.750
	0.784
	0.750
	0.758



	7
	0.542
	0.683
	0.530
	0.507



	8
	0.708
	0.683
	0.690
	0.673



	9
	0.708
	0.744
	0.710
	0.704



	10
	0.750
	0.803
	0.750
	0.748



	Average
	0.713
	0.743
	0.704
	0.694
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Table 7. Accuracy, precision, recall, and F-measure of proposal method (male-only).






Table 7. Accuracy, precision, recall, and F-measure of proposal method (male-only).





	Fold No.
	Accuracy
	Precision
	Recall
	F-Measure





	1
	0.750
	0.770
	0.750
	0.755



	2
	0.650
	0.690
	0.650
	0.650



	3
	0.850
	0.870
	0.850
	0.839



	4
	0.800
	0.874
	0.800
	0.790



	5
	0.895
	0.933
	0.883
	0.891



	6
	0.800
	0.853
	0.800
	0.773



	7
	0.850
	0.893
	0.850
	0.843



	8
	0.700
	0.703
	0.700
	0.681



	9
	0.650
	0.687
	0.650
	0.653



	10
	0.933
	0.950
	0.933
	0.931



	Average
	0.788
	0.822
	0.787
	0.781
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Table 8. Confusion matrix using test data (mixed-gender).






Table 8. Confusion matrix using test data (mixed-gender).





	

	

	
Predicted




	

	

	
“A”

	
“I”

	
“U”

	
“E”

	
“O”






	
Actual

	
“A”

	
78

	
7

	
0

	
1

	
4




	
“I”

	
3

	
74

	
11

	
1

	
1




	
“U”

	
0

	
4

	
86

	
0

	
0




	
“E”

	
4

	
5

	
3

	
68

	
10




	
“O”

	
7

	
0

	
6

	
11

	
66
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Table 9. Confusion matrix using test data (male-only).






Table 9. Confusion matrix using test data (male-only).





	

	

	
Predicted




	

	

	
“A”

	
“I”

	
“U”

	
“E”

	
“O”






	
Actual

	
“A”

	
46

	
0

	
0

	
4

	
0




	
“I”

	
0

	
44

	
5

	
1

	
0




	
“U”

	
0

	
5

	
45

	
0

	
0




	
“E”

	
2

	
2

	
1

	
40

	
5




	
“O”

	
0

	
3

	
5

	
4

	
38
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Table 10. Accuracy, precision, recall, and F-measure of Xception model (mixed-gender).






Table 10. Accuracy, precision, recall, and F-measure of Xception model (mixed-gender).





	Fold No.
	Accuracy
	Precision
	Recall
	F-Measure





	1
	0.600
	0.630
	0.600
	0.609



	2
	0.720
	0.734
	0.720
	0.720



	3
	0.760
	0.801
	0.760
	0.758



	4
	0.800
	0.835
	0.800
	0.797



	5
	0.800
	0.803
	0.807
	0.791



	6
	0.520
	0.425
	0.500
	0.457



	7
	0.840
	0.863
	0.847
	0.842



	8
	0.680
	0.605
	0.660
	0.597



	9
	0.720
	0.787
	0.720
	0.710



	10
	0.900
	0.920
	0.900
	0.898



	Average
	0.734
	0.740
	0.731
	0.718










[image: Table] 





Table 11. Accuracy, precision, recall, and F-measure of Xception model (male-only).






Table 11. Accuracy, precision, recall, and F-measure of Xception model (male-only).





	Fold No.
	Accuracy
	Precision
	Recall
	F-Measure





	1
	0.800
	0.817
	0.810
	0.803



	2
	0.700
	0.677
	0.700
	0.685



	3
	0.850
	0.853
	0.850
	0.848



	4
	0.650
	0.653
	0.650
	0.648



	5
	0.850
	0.867
	0.850
	0.846



	6
	0.800
	0.853
	0.800
	0.782



	7
	0.850
	0.870
	0.843
	0.848



	8
	0.850
	0.880
	0.853
	0.838



	9
	0.800
	0.843
	0.800
	0.793



	10
	0.933
	0.950
	0.933
	0.931



	Average
	0.808
	0.826
	0.809
	0.802
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