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Abstract

:

Featured Application


The proposed Swin-PANet can be utilized for computer-aided diagnosis (CAD) of skin cancer or cell cancer to improve the segmentation efficiency and accuracy, considered as a significant technique for the accurate screening of diseased or abnormal area of patients to assist doctors to better evaluate disease and optimize prevention measures.




Abstract


Transformer complements convolutional neural network (CNN) has achieved better performance than improved CNN-based methods. Specially, Transformer is utilized to be combined with U-shaped structure, skip-connections, encoder, and even them all together. However, the intermediate supervision network based on the coarse-to-fine strategy has not been combined with Transformer to improve the generalization of CNN-based methods. In this paper, we propose Swin-PANet, which is applying a window-based self-attention mechanism by Swin Transformer in the intermediate supervision network, called prior attention network. A new enhanced attention block based on CCA is also proposed to aggregate the features from skip-connections and prior attention network, and further refine details of boundaries. Swin-PANet can address the dilemma that traditional Transformer network has poor interpretability in the process of attention calculation and Swin-PANet can insert its attention predictions into prior attention network for intermediate supervision learning which is humanly interpretable and controllable. Hence, the intermediate supervision network assisted by Swin Transformer provides better attention learning and interpretability in network for accurate and automatic medical image segmentation. The experimental results evaluate the effectiveness of Swin-PANet which outperforms state-of-the-art methods in some famous medical segmentation tasks including cell and skin lesion segmentation.
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1. Introduction


Medical image segmentation is considered as a significant technique for the accurate screening of diseased or abnormal area of patients to assist doctors in better evaluating disease and optimizing prevention measures. The evaluation and analysis of pathologies based on lesion segmentation provide valuable information such as the progression of disease in order to help physicians improve the quality of clinical diagnosis, monitor the plan of treatment strategies, and efficiently judge prediction of a patient’s outcome. For instance, cell segmentation in microscopic images is a critical challenge in biological study, clinical practice, and disease diagnosis. Segmentation of robust plasma cell is the initial step towards detecting malignant cells in case of Multiple Myeloma (MM), a type of blood cancer. Given the voluminous data accessible, there is an increasing demand for automated methods and tools for cell analysis. Furthermore, due to variable intra-cellular and inter-cellular dynamics, as well as structural features of cells, there is a constant need for more accurate and effective segmentation models. Hence, accurate medical image segmentation is of great significance for computer-aided diagnosis and image-guided clinical surgery [1,2,3].



Convolutional neural networks based on U-shaped topology are widely popular in medical image segmentation. However, despite great breakthroughs in this field, CNNs-based methods mostly demonstrate limitations in capturing features to model global dependency, caused by the inner locality of convolution operation. Attention mechanism is a useful solution to settle the above problem and it is inspired by human’s visual cognition and perception. Recently, there is an excellent work called prior attention network [4] which proposes a novel structure consisting of U-shaped convolutional neural network and an intermediate supervision network between encoder and decoder. It follows the coarse-to-fine strategy and intermediate supervision strategy. Particularly, they propose an attention-based method called attention guiding decoder in intermediate supervision network, and it takes the rich information of multi-scale features from the encoder to generate spatial attention maps for guiding the final segmentation of decoder in CNNs. Further, the process of traditional attention learning is often not humanly interpretable, and the regions focused by the network are usually different from the regions that we pay attention to. In prior attention network, the intermediate supervision learning that guides the next step of segmentation can provide the interpretability of the network in a certain manner. However, this non-local attention mechanism has a poor capability for aggregating multi-scale features from different modules and extracting boundary information.



Different from the non-local attention-based methods, Transformer has been proposed as an alternative method for modeling long-range dependency by its self-attention mechanism. The current research direction of Transformer on medical image segmentation are pure Transformer network and hybrid Transformer network. An interesting work called UCTransNet [5] investigates the potential limitation and semantic gap of the skip-connection between the encoder and decoder in U-Net, and proposes a novel design called channel-wise Transformer module to replace the skip-connection for better fusing multi-scale features from encoder and reducing the semantic gap. Combining the above excellent works, it is very feasible to apply Transformer-based method in intermediate supervision network for further improving the performance of medical image segmentation, enhancing the transferability of prior attention network, providing the interpretability of Transformer in a certain manner for better performing dual supervision strategy. Specially, Swin Transformer [6] is proposed for expanding applicability of vision Transformer and serving as a general backbone in the field of computer vision. The key design of Swin Transformer is the shifted window-based attention mechanism, in which the shifted windows bridge the windows layer by layer and construct connection for further enhancing the power of modeling long-range dependency.



Motivated by the excellent design of prior attention network and the Swin Transformer’s success, we propose a novel structure called Swin Transformer Assisted Prior Attention Network (Swin-PANet) to further leverage the power of Transformer on medical image segmentation. To our best knowledge, Swin-PANet is the first dual supervision network structure assisted by Transformer, which consists of two components: a prior attention network and a hybrid Transformer network. These networks are both Transformer complements CNN methods and follow the dual supervision strategy, in which the prior attention network performs intermediate supervision learning, and then hybrid Transformer performs direct supervision learning. The proposed Swin-PANet follows the coarse-to-fine strategy that achieves the two steps of medical segmentation in a network. Swin Transformer block and attention guiding decoder are combined to complete a prior attention network to generate attention prediction. Then Swin-PANet performs the second step of segmentation by inserting the attention prediction in hybrid Transformer network, which further enhances the ability of attention learning by applying window-based self-attention mechanism compared with the traditional prior attention network. Hybrid Transformer network is essentially based on U-Net structure, and its key component is the enhanced attention block that is based on the CCA of UCTransNet and is utilized in decoder layers of hybrid Transformer network. Different from the traditional CCA, the enhanced attention block has the capability of aggregating the features from skip-connections, previous level of decoder blocks, and prior attention network for further achieving better performance of attention learning.



This paper adopts a structure of deduction, modeling design, and summary. Introduction in Section 1 is to define the research question of the paper and provide a brief introduction of the research work and contributions. State of the Art and Related Work in Section 2 includes the contributions and outcomes of CNN-based method, Vision Transformer, and Transformer Complements CNN. Modeling, Methods, and Design in Section 3 provide detailed introduction of the proposed Swin-PANet. The last Section 4 and Section 5 provide experimental setup and results, and conclusion of the research work, respectively.



The contributions of this work lie in three aspects:




	
A novel network structure called Swin-PANet is proposed for medical image segmentation, which consists of a prior attention network and a hybrid Transformer network. The proposed Swin-PANet follows the coarse-to-fine strategy and dual supervision strategy to improve the segmentation performance.



	
The proposed Swin-PANet addresses the dilemma that traditional Transformer network has poor interpretability in the process of attention calculation, and Swin-PANet can insert its attention predictions into prior attention network for intermediate supervision learning which is humanly interpretable and controllable.



	
Enhanced attention bock is proposed and equipped in the hybrid Transformer network, which is to utilize a feature fusion between global and local contexts along channel-wise for achieving a better performance of attention learning.









2. State of the Art and Related Work


2.1. CNN-Based Methods


Early researches on medical image segmentation predominantly focus on contour-based algorithms and traditional machine learning algorithms [7,8]. Subsequently, after the development of convolution neural networks, U-shaped [9,10,11] structure is proposed where the encoder is applied to extract features with the receptive fields of convolution operations, and the decoder up-samples the features extracted by the encoder to generate prediction map with pixel-level scores. Ronneberger [9] proposed a novel network called U-Net for medical image segmentation which was utilized to connect the semantic information gap in encoder-decoder, and had proven its effectiveness in recovering detail features of the target [12,13]. Due to the simplicity of encoder-decoder U-shaped structure and outstanding performance in various computer vision tasks, many novel UNet-like models are constantly proposed such as UNet++ [14], Res-UNet [15], Attention U-Net [16], nnUNet [17], and UNet 3+ [18], which all achieve superior performance on medical image segmentation. Specially, Unet-like models are also applied into the medical image segmentation of three-dimensional (3D) datasets, such as V-Net [19] and 3D-Unet [20]. Currently, CNN-based methods have gained great popularity and made eminent contributions in medical image segmentation due to their remarkable ability of feature extraction and representation. However, since the inherent locality of the convolution operation exactly caused by the limited receptive fields, it is difficult for existing CNN-based methods to capture global contextual information by the inherent limitation [2]. The difficulties in some medical image tasks are also hard to address and CNN-based methods cannot roundly meet the requirements of these tasks for segmentation accuracy. A great deal of effort has been devoted to address this problem by using atrous convolution layers [21,22], self-attention mechanisms [23,24], and image pyramids [25].




2.2. Vision Transformers


Transformer [26] was initially proposed for solving the problems of machine translation and made eminent contributions in nature language processing (NLP). Inspired by the design of Transformer, researchers proposed an advanced vision transformer (ViT) [27], which considered an image as a sequence of patches and models’ long-range dependencies by using self-attention mechanisms [27,28,29]. Vision transformer had achieved top-1 performance on ImageNet classification tasks by utilizing Transformer self-attention mechanism to process images. However, ViT has its disadvantages in comparison with CNN-based methods because it needs to be pre-trained on large dataset before formal training. To address this problem in training ViT, DeiT [30] proposed that applying several training strategies to help ViT better be trained on ImageNet such as integrating it with a distillation method for enhancing the robust and scalability of the network. Recently, there are several excellent researches that have been done based on vision transformer [6,31,32]. Particularly, Swin Transformer, an efficient and effective hierarchical vision Transformer, adopted a hierarchical window scheme that imitates the process of CNN to enlarge the receptive field, and being designed as a backbone in vision tasks such as ImageNet classification, objection detection, and semantic segmentation based on its shifted windows mechanism, which outperforms the state-of-the-art methods such as ViT/DeiT [27,30], ResNet models [12], and importantly, with similar parameters and latency on these tasks. Swin Transformer obtains 53.5 mIoU on ADE20K and gains improvement of +3.2 mIoU over the state-of-the-art methods such as SETR, and it achieves a 87.3% top-1 accuracy on image classification task ImageNet-1K. Different from the previous works in the field of vision transformer, Swin Transformer has the following two outstanding contributions [6] that distinguish it from other works: (1) Swin Transformer constructs the hierarchical feature maps of the image on the basis of linear computational complexity. These hierarchical features can make Swin Transformer suitable as a general backbone for kinds of computer vision tasks. (2) Swin Transformer proposes a key design where shifted windows are equipped between consecutive attention layers, which can enhance modeling power while performing computation-efficient strategy. Motivated by Swin Transformer’s tremendous success in various vision tasks, Swin-Unet [3] is firstly proposed to apply pure Transformer-based U-shaped architecture to replace the traditional U-shaped composed with convolution blocks.




2.3. Transformer Complements CNNs


In the last few years, researchers have attempted to apply self-attention mechanism to complete CNN in order to further improve the generalization ability of the network [24]. Schlemper et al. [23] proposed to append the skip connections with an additive attention gate to perform accurate segmentation of medical images. Specially, PANet [4] reaches competitive segmentation performance with significantly lower additional computational cost by combining the two phases of a cascaded network via a spatial attention mechanism, enabling it much easier to train and apply to production applications. It also introduces a spatial attention-based strategy that integrates the attention of lesion sites with the features, allowing for effective synchronous training of multiple modules in the network, and incorporates intermediate supervision strategy into the proposed network to improve the convergence and performance of network. Compared with the cascaded U-Net, the proposed Prior Attention Network (PANet) achieves competitive results with substantially lower computational cost for 2D segmentation. Nevertheless, it is essentially still based on the backbone of convolution neural network that belongs to CNN-based method. Currently, TransUNet is proposed to utilize an integrated CNN-Transformer architecture to take advantage of rich spatial information from CNN and global semantic information encoded by Transformers. Similar to TransUNet [2], Transfuse [33], MedT [34], Swin-Unet [3], and UTnet [35] use the complementarity of CNN and Transformer to improve the feature extraction and generalization ability of the model. The results show that this hybrid architecture has superior performance. Various combinations of CNN and Transformer are applied in 3D medical image segmentation such as multi-modal brain tumor segmentation [36].





3. Modeling, Methods, and Design


In this section, we will give a detailed introduction of Swin-PANet. Firstly, in Section 3.1, the overview of the proposed network will be explained which consists of a prior attention network and a hybrid Transformer network. Then, details about the Swin Transformer block and attention guiding decoder are provided in Section 3.2. Whereafter, hybrid Transformer network with enhanced attention block will be explained in Section 3.3, which is receiving multiple features for aggregation and refining. In Section 3.4, the dual supervision strategy that achieves two steps of segmentation in a single network will be introduced.



3.1. Overview of Network Structure


Swin-PANet consists of a prior attention network and a hybrid Transformer network. The illustration of the proposed Swin-PANet can be shown in Figure 1. Prior attention network assisted by Swin Transformer performs intermediate supervision learning. Hybrid Transformer network with enhanced attention blocks performs direct supervision learning. The dual supervision strategy can enhance the performance and interpretability of the Transformer attention mechanism, and provide a humanly interpretable way to guide the attentional learning in Transformer. In the prior attention network, Swin Transformer block and attention guiding decoder are cascaded for receiving multi-scale features to shifted-window attention learning and feature fusion. Attention prediction from the out of prior attention network will be involved in enhanced attention block to guide the subsequent direct supervision learning. The hybrid Transformer network is basically modified based on the U-Net [9] structure, which adopts a U-shaped topology with skip-connections between encoder and decoder, and enhanced attention block to guiding the information filtration and cross attention of the Transformer attention features along channel-wise. Enhanced attention block at each decoder layer will be involved with the multi-scale features of the previous block, attention prediction generated by prior attention network and the features from corresponding skip-connections, which can ensure the consistency between encoder and decoder and recover the discarded information caused by convolution operations. Enhanced attention block can also utilize a feature fusion between global and local contexts along channel-wise for achieving better performance of attention learning. The coarse process of Swin Transformer and attention guiding decoder, and the finer process of the enhanced attention blocks are integrated into the proposed coarse-to-fine strategy.




3.2. Swin Transformer and Attention Guiding Decoder


Different from the typical multi-head self-attention (MSA) mechanism in vision transformer, Swin Transformer [6] is based on shifted windows to implement self-attention mechanism. The shifted windows are equipped between consecutive attention layers, which can enhance modeling power while performing computation-efficient strategy. At the same time, the hierarchical feature maps of the image are constructed on the basis of linear computational complexity. These hierarchical feature maps can make Swin Transformer more suitable as a general backbone for kinds of computer vision tasks. Since the non-local attention mechanism in traditional prior attention network has poor capability for aggregating multi-scale features from different modules and extracting boundary information, we insert Swin Transformer block into the prior attention network for enhancing the modeling power of network. As shown in Figure 2, there are two cascading Swin Transformer modules which construct one complete block. It can be seen that each Swin Transformer module consists of LayerNorm layer (LN), multi-head self-attention module (MSA), multilayer perceptron (MLP) with non-linearity activation function GELU, and twice residual connection between LayerNorm layers (LN). The important difference [6] is the window-based multi-head self-attention (W-MSA) module applied in the first Swin Transformer module, and the shifted window-based multi-head self-attention (SW-MSA) module applied in the next Swin Transformer module. Based on two successive transformer blocks with conventional window and shifted window partitioning mechanism, the attention learning process of the Swin transformer block can be formulated as:


    z ^  l  =  W-MSA  ( LN (  z  l − 1   ) ) +  z  l − 1    



(1)






   z l  = MLP ( LN (   z ^  l  ) ) +   z ^  l   



(2)






    z ^   l + 1   =  SW-MSA  ( LN (  z l  ) ) +  z l   



(3)






   z  l + 1   = MLP ( LN (   z ^   l + 1   ) ) +   z ^   l + 1    



(4)




where     z ^  l    and    z l    represent the outputs of the W-MSA of the    l  t h     layer or the SW-MSA of the     ( l − 1 )   t h     layer, and the MLP of the    l  t h     layer. Window-based self-attention is calculated in this formula:


  A t t e n t i o n = softmax (   Q  K T     d    + B ) V  



(5)




where   Q , K , V ∈  ℝ   M 2  × d     represent the matrices of query, key, and value. There are  d  and  M  existed in above    ℝ   M 2  × d     that denote the dimension of the   Q , K , V  , and the number of patches in a window. The matrix  B  is determined by the bias matrix    B ^  ∈  ℝ  ( 2 M − 1 ) × ( 2 M + 1 )    .



In the traditional cascaded networks, the first step is to perform a coarse segmentation and find the ROIs in medical images. In the typical prior attention network, the above process of finding coarse ROIs is performed by attention guiding decoder. In the proposed Swin-PANet, the attention guiding decoder is utilized to generate ROI-related attention prediction from the outputs of Swin Transformer. The process of attention guiding decoder plays a role of refining the feature representations and improving the quantity of segmentation. Then the refined features will be sent to the multi-level enhanced attention blocks for performing finer segmentation. The coarse process of Swin Transformer and attention guiding decoder, and the finer process of the enhanced attention blocks are integrated into the proposed coarse-to-fine strategy. As shown in Figure 3, the feature maps E1 to E4 extracted from the one-to-one Swin Transformer block are fed into the attention guiding decoder for feature fusion.



As the encoded feature maps have different spatial size, the interpolation with the mode of bilinear will firstly be utilized to perform up-sampling to ensure the same spatial size. Then the feature map after up-sampling is compressed to control the irrelevant information and reduce computational cost. The next step is to concatenate encoded feature in previous level and compressed feature, respectively, in the channel dimension for performing feature fusion. By that analogy, finally, these four encoded feature maps are fused together to generate attention prediction after convolution layer with sigmoid.



We use    E i  ∈  ℝ   C i  ×  H i  ×  W i    , i ∈ ( 1 , 4 )   to represent the feature maps extracted from the outputs of Swin Transformer blocks, where    E 1    represents the shallowest feature and    E 4    represents the deepest feature. The process of attention guiding decoder can be formulated as:


   D 3  =  W  c 4  T   E 4  ⊕  E 3   



(6)






   D 2  = (  W  c 3  T  (  W 3 T   D 3  ) ) ⊕  E 2   



(7)






   D 1  = (  W  c 2  T  (  W 2 T   D 2  ) ) ⊕  E 1   



(8)







   D 3    represents the fused feature of    E 4    and    E 3   ;    D 2    represents the fused feature of    E 3    and    E 2   ;    D 1    represents the fused feature of    E 2    and    E 1   ;    W  c 4    ,    W  c 3    , and    W  c 2     represent the corresponding compression convolutions in channel dimension;    W 4   ,    W 3    and    W 2    represent the fusion convolutions, and  ⊕  represents the operation of feature concatenation.



At the end of attention guiding decoder, the output Y is computed and will be sent to the calculation of loss function in prior attention network.


  Y = σ (  W  o u t  T  (  W 1 T   D 1  ) )  



(9)







   W 1    represents the fuse convolutions to fuse    E 1    and    E 2   ,    W  o u t  T    represents the output convolution, and  σ  represents the operation of sigmoid activation, respectively. Until the calculation of loss function is completed and attention predictions are inserting into the enhanced attention blocks, the forward propagation process of prior attention network is also completed. In particular, the parameter values of network should be saved and the parameter update setup of loss function in the coder can be set, which achieves the intermediate supervision learning of the prior attention network.




3.3. Hybrid Transformer Network


To better perform the dual supervision strategy and fuse multi-scale features of inconsistent semantics between prior attention network and hybrid Transformer network, enhanced attention block is proposed for guiding the information filtration and cross attention of the Transformer attention features along channel-wise. Enhanced attention block is equipped in decoder layer of the hybrid Transformer network, which is to utilize a feature fusion between global and local contexts along channel-wise for achieving better performance of attention learning. In the enhanced attention block, compared with the traditional CAA module, the difference is that it receives multiple features from previous level of enhanced attention block, corresponding with skip-connection between encoder and decoder, prior attention network assisted by Swin Transformer. As shown in Figure 4, we take the    i  t h     level output of enhanced attention block    D i  ∈  ℝ  C × H × W    , the attention prediction  M , and the    i  t h     level output of skip-connections     O ^  i    as the input of next level enhanced attention block. C, H, W denotes the number of channels, and the height and width of features, respectively. Compared with traditional residual blocks, we set a learnable parameter    α i  , i ∈ ( 1 , 4 )   in the residual paths, which can be updated along with the back propagation, and plays a role in retaining effective features and adding non-linearity to the process of integrating and refining the features. On account of the channel-axis attention of the hybrid Transformer network,    α i  , i ∈ ( 1 , 4 )   can activate the effective channels and restrain the useless channels so as to increase the convergence speed of network while ensuring segmentation performance.



The refined feature map    R i  , i ∈ ( 1 , 4 )   after the residual module is computed as follows:


   R i  =  α i  ⋅   O ^  i  + M ⋅   O ^  i  , i ∈ ( 1 , 4 )  



(10)







The operation of spatial squeeze is performed through global average pooling (GAP) [5] which produces a vector   κ ( X ) ∈  ℝ  C × 1 × 1    , and the    l  t h     channel of vector can be formulated as:


  κ ( X ) =  1  H × W     ∑  i = 1  H     ∑  j = 1  W    X k  ( i , j )      



(11)







Through this operation, we can embed global spatial information to generate the attention map:


      M ^    =  L 1  ⋅ κ (  R i  ) +  L 2  ⋅ κ (  D i  )      =  L 1  ⋅ κ (  α i  ⋅   O ^  i  + M ⋅   O ^  i  ) +  L 2  ⋅ κ (  D i  )     



(12)




where    L 1    and    L 2    represent the weight matrices of linear layers and the ReLU layers. The operation in Equation (12) plays a role of encoding the dependency in channel dimension.



Following ECA-Net [37], which experimentally exhibits the importance of avoiding dimensionality reduction for better learning attention among patches. Hence, there is only one Linear layer and Sigmoid function before the element-wise multiplication. The output    D  i + 1     can be formulated as:


   D  i + 1   = σ (  M ^  ) ⋅   O ^  i   



(13)




where the   σ ( · )   represents the function of activation, and the result   σ (  M ^  )   calculates the attention extent of each channel. Whereafter, the predicted mask    D  i + 1     will be fed into next enhanced attention block with the attention prediction and next level output of multi-head cross fusion Transformer. After the first step of attention learning in Swin Transformer and attention guiding decoder, enhanced attention block receives the attention prediction and fuses it with other multiple features. It can acquire semantic-rich features and recover the origin image information lost by the attention calculation. On the other hand, the second step of attention learning in enhanced attention block guides the information filtration and cross attention of the attention features along channel-wise, which enhance the ability of extracting global context features and modeling long-range dependency along channel-wise.




3.4. Dual Supervision Strategy


Traditional attention mechanism in medical image segmentation automatically generates the attention maps and its internal process of attention is not interpretable, resulting in poor performance of the network that excessively focus on regions not of interest to us. The performance and generalization capacity of the network will be immensely enhanced if the process can be humanly interpretable and regulated. Hence, the strategy of dual supervision learning is proposed to training the network. The loss functions of prior attention network and hybrid Transformer network are both Weighted BCE Dice loss function as    L 1  ,  L 2   . In a multi-lesion segmentation task with  C  types of lesions, assumed that    G i  , i ∈ ( 1 , ⋯ , C )   denotes the    i  t h     type of lesion, where the foreground represents the specific type of lesion and the background represents everything except the region of this type of lesion. The binary ground truth map    G b    is formulated as:


   G b  =   ∑  i = 1  C    G i     



(14)







The loss function is then utilized to calculate the loss between attention prediction and binary ground truth:


   L  B C E   = −  1 N    ∑  i = 1  N    g i  log (  p i  )   + ( 1 −  g i  ) log ( 1 −  p i  )  



(15)






   L  D i c e   = 1 − 2 ×     ∑ i    P i   G i        ∑ i    P i  +   ∑ i    G i         



(16)






   L 1  =  L 2  = ℓ (  G b  , M ) =  w  B C E   ⋅  L  B C E   +  w  D i c e   ⋅  L  D i c e    



(17)




where   ℓ ( ⋅ )   represents the binary loss function and  M  represents the attention prediction from attention guiding decoder.    g i  ∈ { 0 , 1 }   and    p i  ∈ { 0 , 1 }   denote the ground truth of annotation and the probability map,    P i    denotes the probability that the    i  t h     pixel contains in the segmentation region, and    G i    denotes the ground truth of the    i  t h     pixel;    w 1    and    w 2    are uniformly set to 0.5 as default. The computed loss    L 1    will be used to supervise the parameter update of the attention guiding decoder. Then the attention predictions of the prior attention network will be inserted into the enhanced attention network for guiding final step of segmentation. The dual supervision strategy can enhance the performance and interpretability of the Transformer attention mechanism, and provide a humanly interpretable way to guide the attentional learning in Transformer.





4. Experimental Results


In this section, experiments on different publicly available datasets will be conducted for evaluating the effectiveness and performance of the Swin-PANet. Whereafter, ablation study will be designed to further explore the validity of prior attention network and enhanced attention block. The code can be acquired in the link of Supplementary Materials.



4.1. Experiment Setup


4.1.1. Datasets


For overall comparison with other state-of-the-art methods in direction of Transformer complements CNNs, gland segmentation dataset [38] and MoNuSeg segmentation dataset [39] are selected to evaluate our proposed method. Glands are important histological structures as the main mechanism for secreting proteins which its nuclear images have been used to assess the degree of malignancy. Similarly, MoNuSeg dataset is obtained by carefully annotating tissue images of patients’ tumors of different organs. Gland segmentation dataset (GlaS) contains 85 images for training and 80 images for testing. MoNuSeg segmentation dataset (MoNuSeg) contains numbers of 30 images for training and numbers of 14 images for testing. Experiments on GlaS and MoNuSeg datasets followed the same experimental protocols with the recent research [5], in which the datasets are divided according to the training and test datasets provided by the competition, and the five-fold cross-validation strategy is conducted on training and testing datasets for fair comparison.



Furthermore, for investigating the performance of the proposed modules and further demonstrating the effectiveness of Swin-PANet, the skin lesion segmentation task in International Symposium on Biomedical Imaging (ISBI) from the year 2016 is implemented on the proposed Swin-PANet. The skin lesion segmentation datasets are acquired from different medical centers, and archived by the International Skin Imaging Collaboration (ISIC). The ISIC conducts a challenging competition called skin lesion analysis toward melanoma detection for enhancing the quantity of melanoma diagnosis. ISIC 2016 dataset contains a number of 900 images in total for training and a number of 379 images in total for testing.




4.1.2. Implementation Details


The proposed Swin-PANet is implemented on a single NVIDIA RTX 3060 Ti. The experimental setup includes PyCharm 2021, Python 3.5.7, and PyTorch 1.9.0 framework on an Ubuntu 20.04 server. The code snippets of the network structure can refer to Appendix A. For the final step of segmentation in enhanced attention block, bilinear interpolation in attention guiding decoder is applied with scale factors being 2. All images on above datasets are resized to 224 × 224 considering the memory-efficient and computation-efficient strategy. To better explore the performance of the Swin-PANet, the comparative experiment is conducted with the process of data augmentation including vertical and horizontal flip, random rotating, and random scale change (limited to 0.9–1.1). Although data augmentations can change the size and shape of images for enriching the samples, on the other hand, we can enhance the generalization ability of the Swin-PANet in modeling global context dependencies. To achieve faster convergence on training, the Adam optimizer is employed in network with a learning rate of 0.005 to optimize the performance of the network. Adam optimizer [40] can be straightforward to implement, performs memory-efficient and computation-efficient strategies, and is very suited for networks that are large in terms of parameters. The batch size is set to be 2 and the model is trained for 300 epochs. The above dataset divisions follow the same experimental protocols in UCTransNet [5]. In addition, pre-trained weights are not implemented for training the proposed network. The cross-entropy loss and dice loss are integrated as the loss function to be implemented in the Swin-PANet. Note that the above settings and loss function are utilized for training all the models in experiments.




4.1.3. Evaluation Criteria


Two widely used evaluation metrics, including the dice coefficient (Dice) and Intersection over Union (IoU) are applied as the evaluation metrics. For GlaS, MoNuSeg and ISIC 2016 datasets, the Dice and IoU metrics are both utilized for evaluating the proposed Swin-PANet compared with other state-of-the-art methods. The details of these evaluation metrics are as follows:


  D i c e =   2   ∑  i = 1  N    g i  ⋅  p i    + ε     ∑  i = 1  N    g i  +   ∑  i = 1  N    p i  + ε        



(18)






  I o U =   T P   T P + F P + F N    



(19)




where    g i  ∈ { 0 , 1 }   and    p i  ∈ { 0 , 1 }   denotes the ground truth of annotation and the prediction map, and   ε ∈ R   is used to prevent division by zero and enhance the numerical stability.   T P , F P , T N , F N   denote True Positive, False Positive, True Negative, and False Negative, respectively.





4.2. Comparisons with State-of-the-Art Methods on GlaS and MoNuSeg Datasets


To verify the overall segmentation performance of the proposed Swin-PANet, we conduct the comparison experiment with other state-of-the-arts. Swin-PANet is compared with three types of methods for overall evaluation, including traditional U-Net [4] and three improved U-Net methods: UNet++ [14], MultiReUNet [41] and Attention U-Net [16], and three state-of-the-art Transformer complements CNN-based methods: MedT [34], TransUNet [2], UCTransNet [5], and Swin-Unet [3].



Experimental results on GlaS and MoNuSeg datasets are shown in Table 1 which shows the quantitative performances of our proposed Swin-PANet with other methods. It can be seen that Swin-PANet achieves the best segmentation performance, such as on GlaS dataset, performance gains improvement ranges from 3.7% (5.39%) to 5.08% (8.07%) on the basis of Dice (IoU) compared with the conventional U-Net-based methods and from 1.24% (1.93%) to 3.79% (5.78%) on the basis of Dice (IoU) compared with Transformer complements CNN-based methods. In addition, on the segmentation performance on MoNuSeg dataset, our proposed Swin-PANet consistently performs the best nuclear segmentation, though there are much smaller and denser nuclei. The Dice metric of Swin-PANet is noticeably improved from 79.87% to 81.59% compared to the UCTransNet, which is the best competitor. Moreover, the IoU metric of Swin-PANet is obviously improved from 66.68% to 69.00% compared with it.



Furthermore, the visual comparisons of nuclear segmentation on GlaS and MoNuSeg datasets are shown in Figure 5. The first two rows denote segmentation results on GlaS dataset and the last row denotes segmentation results on MoNuSeg dataset. It can be seen that our proposed Swin-PANet generates better segmentation boundaries, which are more refined and similar to the ground truth than the above Transformer-based methods. The results of quantitative comparison and observations in qualitative comparison demonstrate that our proposed Swin-PANet can also achieve excellent performance in nuclear segmentation tasks, which suggests our method has the capability of extracting much small boundary information and performing finer segmentation while keeping detailed shape information.




4.3. Ablation Studies


For further demonstrating the effectiveness of the proposed Swin-PANet, we conduct a series of ablation studies on the network, including three major components in Swin-PANet: (1) Swin Transformer applied in prior attention network (Swin-Trans), (2) attention guiding decoder used for attention fusing (AGD), and (3) enhanced attention block used for aggregation and refining (EAB). The ISIC 2016 dataset is applied to be trained on the proposed method for evaluating the above three modules.



As shown in Table 2, by integrating Swin-Trans module into baseline, it obtains improvement range from 86.82% (78.23%) to 89.98% (83.43%) in Dice and IoU, respectively. Furthermore, by integrating AGD module into baseline, it obtains improvement range from 86.82% (78.23%) to 89.79% (82.81%) in Dice and IoU, respectively. By the incorporation of AGD and EAB, the Dice metric and IoU metric of methods also increase by a large margin compared with baseline, but they do not exceed the performance of the baseline with Swin-Trans and EAB. This result indicates the great importance of integrating prior attention network with shifted-window attention to improve the performance of skin lesion segmentation. On the other hand, integrating AGD and EAB modules into the baseline obtains improvement range from 89.79% (82.81%) to 90.12% (83.74%) compared with the baseline with AGD, and integrating Swin-Trans, AGD, and EAB modules into the baseline obtains improvement range from 89.98% (83.43%) to 90.68% (84.06%) compared with the baseline with Swin-Trans. These results confirm the effectiveness of enhanced attention block (EAB) and dual supervision strategy in Swin-PANet. Enhanced attention block has the capability of aggregating multiple features from prior attention network (the attention prediction of AGD) and extracting contextual information for further refining boundary.



Furthermore, the visual comparisons of ablation studies are shown in Figure 6. The first two rows represent the situation with very ambiguous boundaries of skin lesion areas. The third row represents the situation with the existence of hair partially covering the skin lesion and destroying local contextual information. The last row represents the situation with the immense variability of skin lesion including irregular shape and ambiguous boundary. The proposed Swin-PANet can perform better segmentation compared with other combinations with baseline. It can be seen in the second row that the proposed method has the capability of modeling global dependencies between boundary pixels and accurately segmenting the ambiguous boundary.




4.4. Experimental Summary and Discussion


To combine the advantages of two excellent algorithms and enhance the attention ability of the network, the proposed Swin-PANet integrates both attention guiding decoder and Swin Transformer into prior attention network for capturing both global contextual information and local features. Furthermore, an enhanced attention block is designed for better performing the coarse-to-fine strategy and enhancing attention ability of the network, where experiments and ablation studies on the GlaS, MoNuSeg, and ISIC 2016 datasets have been implemented in our model for overall evaluation. Since the proposed Swin-PANet can extract rich global contextual information with the shifted-window self-attention mechanism in prior attention network, and enhanced attention blocks are equipped in hybrid Transformer network to capture the long-range dependency along channel-wise for further enhancing the attention ability of the network, it can be seen in the quantitative comparison on GlaS and MoNuSeg datasets that Swin-PANet consistently achieves better performance than other state-of-the-art methods. Compared with the UCTransNet, the proposed Swin-PANet gains improvement range from 89.84% (82.24%) to 91.42% (84.88%) in terms of Dice and IoU metrics on GlaS dataset, and 79.87% (66.68%) to 81.59% (69.00%) in terms of Dice and IoU metrics on MoNuSeg dataset. On the other hand, ISIC 2016 dataset is selected for evaluating the contribution of each module in Swin-PANet. From the quantitative and visual comparisons of skin lesion segmentation, the results confirm the effectiveness of enhanced attention block and dual supervision strategy in Swin-PANet. Enhanced attention block is applied in hybrid Transformer network to achieve better feature fusion between global context and local contexts along channel-wise.



Although Swin-PANet achieves better performance compared with some state-of-the-art methods, the proposed network still has limitation in the ability of transfer learning. As shown in Table 2, Swin-PANet is implemented on another dataset such as ISIC 2016, and achieves the performance of 90.68% and 84.06% in terms of Dice and IoU metrics. Compared with some special designed methods such as FAT-Net [42], Ms RED [43], and BAT [44], Swin-PANet has an immense gap in performance of skin lesion segmentation. How to make Swin-PANet perform well in different segmentation tasks is a challenging task, and we believe the backbone ability of Swin Transformer and the potential of the combination of Transformer and CNNs can make this task possible.





5. Conclusions


In this paper, we proposed a novel network structure with the combination of two algorithms, called Swin-PANet, following the coarse-to-fine strategy and dual supervision strategy, and aimed to perform accurate segmentation of medical images including the challenging tasks of cell segmentation and skin lesion segmentation. The proposed Swin-PANet can be utilized for computer-aided diagnosis (CAD) of skin cancer to improve the segmentation efficiency and accuracy, considered as a significant technique for the accurate screening of diseased or abnormal area of patients to assist doctors to better evaluate disease and optimize prevention measures.



In conclusion, the proposed Swin-PANet integrates both Swin Transformer and attention guiding decoder into prior attention network for performing intermediate learning and capturing global contextual information between pixel-level. Furthermore, an enhanced attention block is designed and proposed for utilizing feature fusion between global and local contexts along channel-wise, and better performing the coarse-to-fine strategy and enhancing attention ability of the network. Extensive experiments are conducted on three public datasets (GlaS, MoNuSeg, and ISIC 2016) for the overall evaluation of the proposed Swin-PANet. The quantitative and visual comparisons with state-of-the-art methods also demonstrate the effectiveness of the proposed Swin-PANet and excellent performance in the segmentation tasks based on our coarse-to-fine and dual supervision strategies.



Although Swin-PANet achieves better performance than some state-of-the-art methods, the proposed network still has limitations in the ability of transfer learning. Recent work [2] demonstrates the Transformer has superior transferability for kinds of downstream tasks under pre-training. Our future work is to investigate the transferability of the combination of Swin Transformer and CNNs, and to design a more powerful and reliable network structure on medical image segmentation.
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Appendix A. The Code Snippets of the Network Structure




	n_channels = 3



	n_labels = 1



	epochs = 300



	img_size = 224



	vis_frequency = 10



	early_stopping_patience = 100



	pretrain = False



	task_name = ‘GlaS’ # GlaS, MoNuSeg, and ISIC 2016



	learning_rate = 0.005



	batch_size = 2



	Transformer_patch_sizes = [2, 4]



	Transformer.dropout_rate = 0.1



	base_channel = 32



	class Swin-PANet(nn.Module):



	      def __init__(self, config,n_channels = 3, n_classes = 1,img_size = 224,vis = False):



	        super().__init__()



	        self.vis = vis



	        self.n_channels = n_channels



	        self.n_classes = n_classes



	        in_channels = config.base_channel



	        self.down1 = DownBlock(in_channels, in_channels*2, nb_Conv = 2)



	        self.down2 = DownBlock(in_channels*2, in_channels*4, nb_Conv = 2)



	        self.down3 = DownBlock(in_channels*4, in_channels*8, nb_Conv = 2)



	        self.down4 = DownBlock(in_channels*8, in_channels*8, nb_Conv = 2)



	        self.prior_attention_network = Intermediate_supervision(in_channels*2, in_channels*4, in_channels*8, in_channels*8)



	        self.up4 = UpBlock(in_channels*16, in_channels*4, in_channels*4, nb_Conv = 2)



	        self.up3 = UpBlock(in_channels*8, in_channels*2, in_channels*4, nb_Conv = 2)



	        self.up2 = UpBlock(in_channels*4, in_channels, in_channels*4, nb_Conv = 2)



	        self.up1 = UpBlock(in_channels*2, in_channels, in_channels*4, nb_Conv = 2)



	        self.outc = nn.Conv2d(in_channels, n_classes, kernel_size = (1,1), stride = (1,1))



	        self.last_activation = nn.Sigmoid() # if using BCELoss



	      def forward(self, x):



	        x = x.float()



	        x1 = self.ConvBatchNorm(x)



	        x2 = self.down1(x1)



	        x3 = self.down2(x2)



	        x4 = self.down3(x3)



	        x5 = self.down4(x4)



	        attention_prediction = self.prior_attention_network(x1,x2,x3,x4)



	        x = self.up4(x5, x4, attention_prediction)



	        x = self.up3(x, x3, attention_prediction)



	        x = self.up2(x, x2, attention_prediction)



	        x = self.up1(x, x1, attention_prediction)



	        logits = self.last_activation(self.outc(x))



	        return attention_prediction, logits



	images, masks = batch[‘image’], batch[‘label’]



	images, masks = images.cuda(), masks.cuda()



	preds, attention_prediction = model(images)



	intermediate_loss = intermediate_criterion(attention_prediction, masks.float())



	out_loss = direct_criterion(preds, masks.float())



	intermediate_loss.backward(grad = True)



	out_loss.backward()



	optimizer.step()
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Figure 1. The illustration of the proposed Swin-PANet in the task of skin lesion segmentation. Swin-PANet follows the coarse-to-fine strategy and dual supervision strategy. It consists of two components: a prior attention network assisted by Swin Transformer performs intermediate supervision learning, and a hybrid Transformer network with enhanced attention blocks performs direct learning. 
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Figure 2. The illustration of two successive Swin Transformer blocks. W-MSA and SW-MSA are window-based self-attention modules which are based on regular or shifted windowing configurations, respectively. 
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Figure 3. The illustration of the attention guiding decoder. It receives the multi-scale features from Swin Transformer blocks, and then performs attention feature fusing and up-sampling, which plays a role of refining the feature representations and improving the quantity of segmentation. 
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Figure 4. The illustration of enhanced attention block. Different from traditional CAA module that it receives multiple features for aggregating attention information and refining boundaries, which is to utilize a feature fusion between global and local contexts along channel-wise for achieving better performance of attention learning. 
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Figure 5. Visual comparisons of nuclear segmentation results produced by different methods on GlaS and MoNuSeg datasets. The first two rows represent segmentation results on GlaS dataset and the last row represents segmentation results on MoNuSeg dataset. The regions highlighted by red boxes show Swin-PANet performs better segmentation than other state-of-the-art methods and the results of segmentation are more similar to the ground truth. 






Figure 5. Visual comparisons of nuclear segmentation results produced by different methods on GlaS and MoNuSeg datasets. The first two rows represent segmentation results on GlaS dataset and the last row represents segmentation results on MoNuSeg dataset. The regions highlighted by red boxes show Swin-PANet performs better segmentation than other state-of-the-art methods and the results of segmentation are more similar to the ground truth.



[image: Applsci 12 04735 g005]







[image: Applsci 12 04735 g006 550] 





Figure 6. Visual comparisons of skin lesion segmentation results produced by kinds of baselines on ISIC 2016 dataset. The baseline denotes the traditional network of U-Net. The Method A, Method B, and Method C denotes, respectively, the baseline with AGD, Swin-Trans, AGD + EAB. The regions highlighted by red boxes show that Swin-PANet has the capability of modeling global dependencies between boundary pixels and accurately segmenting the ambiguous boundary. 
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Table 1. The quantitative comparison on GlaS and MoNuSeg datasets implemented on state-of-the-art methods. For simplicity, AttUNet and MRUNet denote the above methods: Attention U-Net and MultiReUNet. UCTransNet-pre denotes UCTransNet based on pre-training.
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Network

	
GlaS

	
MoNuSeg




	
Dice (%)

	
IoU (%)

	
Dice (%)

	
IoU (%)






	
U-Net (2015)

	
86.34

	
76.81

	
73.97

	
59.42




	
UNet++ (2018)

	
87.07

	
78.10

	
75.28

	
60.89




	
AttUNet (2018)

	
86.98

	
77.53

	
76.20

	
62.64




	
MRUNet (2020)

	
87.72

	
79.39

	
77.54

	
63.80




	
TransUNet (2021)

	
87.63

	
79.10

	
79.20

	
65.68




	
MedT (2021)

	
86.68

	
77.50

	
79.24

	
65.73




	
Swin-Unet (2021)

	
88.25

	
79.86

	
78.49

	
64.72




	
UCTransNet (2021)

	
89.84

	
82.24

	
79.87

	
66.68




	
UCTransNet-pre

	
90.18

	
82.95

	
77.19

	
63.80




	
Swin-PANet (ours)

	
91.42

	
84.88

	
81.59

	
69.00
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Table 2. Ablation experiments on ISIC 2016 dataset. Swin-Trans denotes the Swin Transformer block applied in prior attention network, AGD denotes the attention guiding decoder used for attention fusing, and EAB denotes enhanced attention block used for aggregation and refining.
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Method

	
ISIC 2016




	
Dice (%)

	
IoU (%)






	
Baseline (U-Net)

	
86.82

	
78.23




	
Baseline + Swin − Trans

	
89.98

	
83.43




	
Baseline + AGD

	
89.79

	
82.81




	
Baseline + AGD + EAB

	
90.12

	
83.74




	
Baseline + Swin − Trans + EAB

	
89.56

	
82.50




	
Baseline + Swin − Trans +AGD + EAB

	
90.68

	
84.06
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