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Abstract: To satisfy the requirement of real-time and accurate control of the system, a time-delay
prediction control system based on the PSO-RBF neural network model is established to solve the
effect of time delay on the control system’s performance. Firstly, a network control model with a
time delay is established to predict the control system’s output to solve the uncertainty of the output
time delay. Secondly, an improved offline prediction model of RBF networks is proposed to solve the
problem of the low accuracy of time-delay prediction in PSO-RBF networks. To solve the problem
that the PSO algorithm is prone to fall into local optimality, a nonlinear adjustment formula for the
parameters of the PSO algorithm based on the number of iterations is proposed, and the TS algorithm
is used to make the optimal global solution. Finally, in order to compensate for the problem of time
delay, an online RBF network prediction controller is designed, the parameters of the online RBF
network are adjusted by the gradient descent method, and a target function with the differential
component is proposed to evaluate the optimization effect of the rolling optimization stage. The
results from the true-time simulation platform show that the delay prediction control system based
on the PSO-RBF network model proposed in this paper improves the IAE by 59.9% and 31.7%,
respectively, compared to the traditional PID controller and fuzzy PID control under the influence of
uncertainty disturbances. Therefore, the time-delay prediction control system proposed in this paper
has good control capability for the time-delay compensation problem and system output.

Keywords: networked control system; predictive control; time-delay prediction; RBF predictive
model; PSO algorithm; time-delay compensation

1. Introduction

In recent years, with the continuous progress of society and the rapid development
of science and technology, automation control systems have changed from direct control
to centralized control [1]. Networked control systems consist of four components: the
controller, the actuator, the controlled object, and the sensor. Networked control systems
are widely used in space exploration, industrial automation, robotics, aerospace, automo-
tive, remote diagnosis and troubleshooting, remote operation, and other fields [2–5]. In
industrial control systems, networked control systems have gradually replaced traditional
point-to-point working methods with the advantages of low cost, simple structure, and
convenient maintenance. However, with the introduction of the network, traffic congestion
is inevitable due to limited network bandwidth, which usually leads to network-induced
latency and packet loss transmission delay; packet loss and multi-packet transmission will
degrade the control system’s performance and even cause the system to malfunction [6–10].
In practical application, industrial Ethernet’s large packet data capacity can largely avoid
the influence of multi-packet transmission, and packet loss can be effectively avoided by
writing appropriate communication protocols. Hence, transmission delay becomes the
primary factor when designing network control systems.
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The time delay in the network control system is stochastic and time-varying. The
resulting stochastic delay will affect the scheduling [11,12], performance [13,14], and real-
time performance [15] of network control systems. Accurate prediction of time delays can
enable the system to react and control in advance [16,17]. Hence, time-delay prediction and
controller design are two problems that need to be solved in network control system design.

With the development of network control systems, time-delay prediction and con-
troller design with time-delay compensation has become the focus of many scholars, and
some research results have been obtained. Medjiah and Li, H. et al. used two typical
prediction models, ARMA (autoregressive moving average) and ARIMA (autoregressive
integrated moving average), respectively, for time-delay prediction [18,19]. However, these
two classical prediction models require accurate modeling and cannot be applied to many
network time-delay systems. SVM (support vector machine) models and LS-SVM (last-
squares SVM) models have unique advantages when predicting nonlinear, small-sample,
and high-dimensional identification problems [20–24]. These two models are widely used
to predict the time delay of networks with strongly nonlinear characteristics. For example,
Kong proposed an LS-SVM time-delay prediction model for the problem of time delay
generated during the transmission of various control signals of high-speed trains [25].
Treviso proposed a time-delay prediction model based on the LS-SVM model for predict-
ing the frequency response from a distributed control system predicting multiple time
delays [26]. However, determining SVM and LS-SVM parameters requires the analysis
of delay samples from the network control system. Due to the stochastic nature of the
time delays, the prediction method based on statistical analysis has difficulty to solve the
distribution parameters problem and ensure the prediction model’s applicability.

At present, there are many scholars who have explored the application of neural
networks in network delay control strategies. Because most of the transmission delay of
network control systems has strong nonlinear stochastic characteristics, and most of the
neural networks have an arbitrary approximation to nonlinear functions, neural networks
have superiorities in predicting network transmission delay [27–30]. However, most
current research focuses on applying neural networks to delay prediction, and most of the
research uses traditional controllers to compensate for the delay. Although this control
strategy can predict and compensate for the delay, too many parameters in the control
system will significantly influence the system’s real-time performance, which will affect
the compensation effect of the system. Because of the shortcomings of the control strategy,
the application of neural networks to delay prediction and controller design has made
breakthrough progress in improving the performance of network control systems [31,32].

The radial basis function (RBF) neural network belongs to a three-layer forward
neural network, which has a simple network structure, simple network training, strong
self-learning ability, strong nonlinear fitting ability, fast convergence speed, and the best
approximation characteristic of global uniqueness. Compared with other neural networks,
the RBF neural network has a simple structure and fewer parameters, which can better meet
the demand for a real-time network control system [33]. In recent years, many scholars
have researched the real-time characteristics of RBF neural networks, and Fu compared
two neural network prediction models, RBF and Elman networks, through experiments.
The experimental results showed that RBF has better prediction performance and better
real-time performance [34]. Qian proposed a method to improve the RBF neural network
by using the genetic algorithm to optimize the parameters of the RBF neural network
adaptively, and compared the prediction accuracy of the improved RBF neural network
prediction model with the classical RBF and improved wavelet neural network prediction
models. The results showed that the enhanced prediction model prediction accuracy is
better. In comparison, the prediction accuracy of the RBF prediction model is better than
that of the wavelet neural network [35]. Hamdi used the particle swarm algorithm (PSO) to
improve the RBF neural network and compared it with other related algorithms to find that
the RBF neural network outperforms different algorithms in real-time performance [36].
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Currently, the application of RBF neural networks in time-delay prediction and con-
troller design of network control systems needs to be reported, mainly because: (1) The
number of nodes in the hidden layer of an RBF neural network requires repeated trials
and consumes much time. (2) RBF neural networks have the problem of local optimality,
which requires repeated training, and the offline training process consumes much time.
Because of the above problems, a predictive control system based on the PSO-RBF neural
network model is proposed in this paper. This paper uses the radial basis function neural
network and particle swarm algorithm (PSO-RBF) as a delay predictor in a network control
system to predict the system transmission delay. An online RBF predictive controller is also
combined to compensate for the delay in real time to reduce the uncertain impact of the
delay on the system output.

The main contributions of the proposed control system design solution are as follows:

1. A time-delay prediction model based on RBF neural networks is proposed and opti-
mized using the PSO algorithm. A nonlinear adjustment formula for the weights based
on particle fitness is proposed for the characteristics of particle swarm algorithms
that tend to fall into local optimality, and the speed of the particles is dynamically
adjusted in combination with the taboo search algorithm (TS). The connection weights
of the RBF neural network, the centers of the neural nodes in the hidden layer, and
the amplitudes of the neural nodes are confirmed by the improved PSO algorithm to
ensure the prediction accuracy of the prediction model.

2. An online predictive controller based on RBF neural networks is proposed. A gradient
descent method regulates each parameter of the online RBF neural network. An objec-
tive function with differential components is proposed to evaluate the optimization
effect in the rolling optimization phase to ensure adequate compensation of the system
transmission delay.

3. The PSO-RBF neural network prediction model was simulated and compared with the
RBF neural network prediction model and the BP neural network prediction model.

4. The network control system designed in this paper has been simulated and analyzed,
and the control system has been compared with existing control strategies.

The paper is organized as follows: in Section 2, a model of a network control system
with time delays is constructed, which is used as a discriminative model for the overall
system. In Section 3, a time-delay prediction model based on PSO-RBF neural networks is
designed, and an improvement to the particle swarm algorithm is proposed. In Section 4,
a predictive controller based on an online RBF neural network is designed, and an im-
provement to the online RBF neural network is proposed. Section 5 presents the simulation
experiments, results, and a comparative analysis with the classical control strategy. In the
end, a discussion and some conclusions of this thesis are presented.

2. Networked Control System Modeling for Time-Delay Problems

In a networked control system, nodes communicate across the network. Due to
hardware device limitations, nodes are constrained to generate network delays when
communicating with one another.

The structure of the network control system is shown in Figure 1. According to the
connection relationship between the nodes, the time delay in the network control system
includes the feedforward delay between the controller and the actuator τca

k , the feedback
delay between the actuator and the controller τsc

k , and the algorithm running delay of
the controller τc

k . With the current increase in chip power, the impact of the controller’s
algorithm runtime τc

k on the system is negligible. For a time-invariant control system, the
feedforward delay τca

k and the feedback delay τsc
k can be combined and analyzed together.

That is, the total time delay is:

τk = τca
k + τc

k + τsc
k

≈ τca
k + τsc

k
(1)
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Figure 1. Structure of the network control system.

The control object of a networked control system is the continuous system, and the
state space model of the control system is:{ .

x(t) = Ax(t) + Bu(t)
y(t) = Cx(t)

(2)

Let the sampled controller use state feedback, then the output of the controlled object
can be expressed as:

u(kh) = −Kx(kh), k = 0, 1, 2, · · · (3)

where x ∈ Rn is the state of the controlled object; u ∈ Rm is the input of the controlled
object; y ∈ Rp is the output of the controlled object; h is the sampling period; and A, B, C,
and K are constant matrices of appropriate dimensions.

To model the network control system, consider the following cases:

1. The sensor nodes are clock-driven, meaning the sampling period of the control system
is the same.

2. The controller node and actuator node are both driven by events, meaning that the
time at which information arrives at the node is the time of operation of the device at
the corresponding node.

3. There is no packet loss or timing error.
4. The network transmission delay at each moment is less than the sampling period.

During the kth sampling period, the control input of the controlled object is a seg-
mented and continuous constant value, and the system is described as:{ .

x(t) = Ax(t) + Bu(t), t ∈ [kh + τk, (k + 1)h + τk+1]
y(t) = Cx(t)

(4)

u(t+) = −Kx(t− τk), t ∈ {kh + τk, k = 0, 1, 2, · · · } (5)

where u(t+) is segmentally continuous and takes values that change only at the moment of
kh + τk. Using the solution to the equation of state:

x(t) = Φ(t, t0)x(t0) +
∫ t

t0

φ(t, τ)Bu(τ)dτ, Φ(t, t0) = eA(t−t0) (6)

The equation of state for a system with sampling period h can be obtained as follows:{
x((k + 1)h) = Φx(kh) + Γ0(τk)u(kh) + Γ1(τk)u((k− 1)h)
y(kh) = Cx(kh)

(7)
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where: 
Φ = eAs

Γ0(τk) =
∫ h−τk

0 eAsdsB
Γ1(τk) =

∫ h
h−τk

eAsdsB
(8)

Define z(kh) as the augmented state vector:

z(kh) =
[

x(kh)
u((k− 1)h)

]
(9)

The incremental closed-loop system is then:

z((k + 1)h) = Φ̃(k)z(kh) (10)

Φ̃(k) =
[

Φ− Γ0(τk)K Γ1(τk)
−K 0

]
(11)

where the transmission delay τk is random, Φ̃(k) is also randomly varying, so the network
control system is a discrete random model.

To illustrate the effect of time delay on the performance of the network control system,
the output of the system with a sampling period of 0.1 s under the influence of different
time delays is simulated and analyzed by using the above network control system model.

As seen in Figure 2, when the time delay is less than the system sampling period,
the control performance of the system decreases significantly as the time delay increases.
However, for a fixed time delay, the system can still achieve the expected output through
its regulation as time passes. When the time delay is more significant than the system
sampling period, it will cause the loss of system sampling information, and the system will
lose stability as time goes on.

Figure 2. Comparison of system response curves under different time delay.

3. An Offline RBF Neural Network Delay Prediction Model Based on the Improved
PSO Algorithm
3.1. Offline RBF Neural Network Prediction Model

To predict the time delay of some sampling of the network control system, information
from several delays must be known prior to the delay. Let the value of the delay of the kth
sample to be forecast be τk, the known τk−p as the input to the neural network, where p = 1,
2, ......, d, where d is the number of input nodes of the neural network. Once computed, the
output τ̂k value of the neural network is the expected delay of the kth sample.

The RBF neural network belongs to the three-layer forward neural network category,
which has the characteristics of simple network structure, simple and fast network training,
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strong self-learning ability, strong nonlinear fitting ability, and fast convergence speed.
It has the best approximation to global uniqueness. The delay prediction model of its
composition is shown in Figure 3.

Figure 3. RBF neural network delay prediction model.

In order to facilitate the data processing and to speed up the convergence of the neural
network, the input data are normalized to between −1 and 1, and the normalized mapping
relations are as follows:

Y =
2(X− Xmin)

Xmax − Xmin
− 1 (12)

where Xmax and Xmin are the maximum and minimum values of the input data, respectively,
and Y is the normalized output value. After the RBF neural network is computed, the
output value must be inversely normalized to obtain the actual delay prediction value. The
inverse function of Equation (12) is the inverse normalized mapping relation:

X =
(Y + 1)(Xmax − Xmin)

2
+ Xmin (13)

A Gaussian kernel function is used as the nonlinear activation function for the
hidden layer:

ϕi = e
− ‖x−ci‖

2

2σ2
i (14)

where the Euclidean paradigm is the equation ‖x− ci‖2 = (x− ci)
T(x− ci). Each hidden

layer neural node contains two parameters: ci is the center of the ith hidden layer neural
node and σ2

i is the magnitude of the ith hidden layer neural node. x is the input vector,

x =
[
τk−1, τk−2, . . . , τk−p

]T
.

The output of the hidden layer neural nodes is multiplied by the weighting factor wn,
which gives the predicted delay for the kth sample τ̂k. The output of the delay prediction
model can thus be expressed as:

τ̂k =
n

∑
i=1

wi ϕi =
n

∑
i=1

wi exp

(
−‖x− ci‖2

2σ2
i

)
(15)

3.2. Particle Swarm Optimization Algorithm

The particle swarm algorithm has the advantages of fast convergence and simple
operation. It is suitable for searching for the optimal solution in a dynamic multi-objective
environment. It can converge quickly to the optimal solution with the highest probability,
considering individualization and globalization. When a particle swarm finds a single
pole pbest and the global extremum gbest, the particles update their velocity and position
according to Equations (16) and (17):

vij(k + 1) = µvij(k) + c1r1[pbest(k)− xij(k)] + c2r2[gbest(k)− xij(k)] (16)
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xij(k + 1) = xij(k) + vij(k + 1) (17)

where i = 1, 2, . . . , M, j = 1, 2, . . . , N, k and k + 1 are the number of previous iterations and
the number of current iterations, respectively, vij and xij are the velocity and position of the
particle, respectively, µ is the inertia weight, c1 and c2 are the learning factors, r1 and r2 are
random numbers in the range [0, 1].

By adjusting the inertia weights, the local search ability and the global search ability
of the algorithm are balanced. To address the problem that the commonly used linear
decreasing strategy has a significant overhead and low search efficiency, and is prone to
fall into local optimum at a later stage and cannot improve the solution of the algorithm,
combined with the feature that the particle position gradually tends to be optimal as
the degree of adaptation decreases, this paper proposes a nonlinear dynamic adjustment
formula for the weights based on the degree of adaptation of the particles.

µ = µmin +
(µmax − µmin)

10rand()
·
(ln fi − ln fgbest)

2

(ln f − ln fgbest)
2 (18)

where µmin is the minimum value of the inertia weight, usually 0.4; µmax is the maximum
value of the inertia weight, usually 0.9; rand() is a random number from 0 to 1; fi is the
fitness value of the ith particle at the current iteration number; fgbest is the optimal fitness
value of the particle at the current population; f is the average fitness value of the particle
at the current population.

In this paper, the weight of µ changes nonlinearly and dynamically with the difference
between the fitness of the current particle and the optimal fitness of the population particles.
When the difference is slight, the particle is within the optimal range, then the weight µ is
small and the particle has strong local search ability; when the difference is significant, the
particle is moving away from the optimal range, then the weight µ is large and the particle
has strong global search ability. Particles are better at global searches. In addition, because
the particles change with their own fitness, each particle has a different fitness, which
improves the diversity of the particle population and increases the speed of the particle
search. Combining the above characteristics, the nonlinear dynamic adjustment method
of weights based on particle fitness proposed in this paper can improve the efficiency and
accuracy of the PSO algorithm for finding the best weight.

In the PSO algorithm, the learning factor c1 determines the individual’s “self-perception”
and c2 determines the individual’s “social perception.”. This paper uses an optimization
strategy with asynchronous changes in learning factors in the optimization process of the
two learning factors. This strategy allows the algorithm to learn more from the self-optimal
and less from the group-optimal in the early stage of the optimization search to improve
the global search ability of the particle swarm; and to learn more from the group-optimal
and less from the self-optimal in the later stage of the optimization search, so that the
particle swarm can converge to the optimal global solution quickly. The learning factor
transformation formula used is shown in Equation (19).{

c1 = c1int − (c1int − c1 f in)
t
T

c2 = c2int + (c2 f in − c2int)
t
T

(19)

where c1int and c2int are the initial values of the learning factors c1 and c2, c1 f in and c2 f in
are the final values of the iterations of the learning factors c1 and c2, t is the current number
of iterations and T is the maximum number of iterations.

3.3. PSO-RBF Time-Delay Prediction Model

The parameters of the RBF neural network have a significant impact on the perfor-
mance of the time-delay prediction model. In this artic, the PSO algorithm is used to
optimize the three parameters of the RBF neural network: the amplitude of neural nodes
in the RBF hidden layer σ2

i , the center of neural nodes in the RBF hidden layer ci, and
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the connection weights wi. The specific steps of the PSO algorithm to optimize the delay
prediction model are as follows:

Step 1: Normalize the input time-delay training set.
Step 2: Determine the number of neuron nodes n of the RBF neural network by means

of a decremental clustering algorithm.
Step 3: Construct the fitness function. RBF neural networks usually use the root mean

square error as the fitness evaluation function, as shown in Equation (20):

f =

√√√√ 1
D

[
D

∑
k=1

(τk − τ̂k)
2

]
(20)

where D is the total number of predictions, τk is the kth measured delay and τ̂k is the kth
predicted delay.

Step 4: Initialize each parameter of the particle swarm algorithm and the taboo search
algorithm, calculate the initial fitness of the particles, and empty the taboo table.

Step 5: Continuously update the position and velocity of the particles by predicting
the time delay from the model and update the individual extremes pbest and the global
extremes gbest according to the fitness function.

Step 6: Determine whether the optimal solution of the particle swarm algorithm
satisfies the taboo search start criterion, if not, go to step 5; otherwise proceed to the next
step. The forbidden search start criterion is defined as:

| f (t)− f (t− n)|
f (t− n)

≤ ε (21)

where f (t) is the fitness value for the current iteration, f (t− n) is the fitness value before
the n generation, and ε is the convergence threshold.

Step 7: The optimal solution generated by the particle swarm algorithm
[
wn, ci, σ2

i
]

is binary encoded and combined into a three-dimensional binary encoded string, which
forms the initial explanation for the forbidden search.

Step 8: Randomly generate several domain solutions based on the current solution,
perform a forbidden search, and select the best-adapted domain solutions from them.

Step 9: Determine whether there is a contempt criterion-compliant solution in the
candidate solution set; if so, consider the most optimal solution that meets contempt
criterion criteria as the current solution and replace the earliest taboo object on the taboo list
with the corresponding forbidden thing, and replace the most optimal historical solution
with that solution and move on to step 11; otherwise, proceed to the next step.

Step 10: Determine the taboo properties of each object corresponding to the candidate
solution, select the optimal state corresponding to the non-taboo thing set in the candidate
solution as the current solution, and replace the taboo item entering the taboo table for the
first time with its corresponding forbidden object.

Step 11: Determine if the adaptation has improved and, if so, end the algorithm and
output the current solution. Otherwise, continue to the next step.

Step 12: Determine whether the maximum number of iterations has been reached and,
if so, terminates the algorithm and output the current solution. Otherwise, proceed to the
next iteration.

The flow of the delay prediction model algorithm based on an improved offline
PSO-RBF network is shown in Figure 4.
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Figure 4. Delay prediction model based on improved offline PSO-RBF network.

4. Online RBF Model Predictive Controller Design
4.1. Online RBF Network Single-Step Predictive Controller Design

RBF neural networks are characterized by high real-time performance and high non-
linear fit and have great promise for use in network control systems with time delays.
Online RBF neural networks have the following characteristics compared to offline RBF
neural networks.

1. The online RBF neural network is trained one by one with unknown maximum,
minimum, and mean values, which cannot be normalized.

2. Online RBF neural networks are trained data-by-data and cannot be corrected using
the global error guidance function for weights and thresholds. However, thanks to
this feature, the online RBF neural network is somewhat resistant to interference when
applied to the controller design.

3. The nodes of the hidden layer cannot be found using the K-means algorithm because
the data set is not available in advance for online RBF neural networks.

In the design of the controller for the network control system, the computational
volume of the controller should be reduced as much as possible in order for the controller
to meet the demand of the system in real-time. At the same time, allowing the RBF neural
network to fall into local optimal solutions should be avoided to ensure the control system’s
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performance. Based on the above two considerations, a single-step predictive controller
based on an online RBF neural network is designed in this paper, formulated as follows:

u(k) = fNNC(r(k); y(k− 1); u(k− 1)) (22)

where u(k) is the control quantity at the current moment; u(k− 1) is the control quantity at
the previous moment; fNNC is the online RBF neural network model; r(k) is the reference
input at the current moment; and y(k− 1) is the actual output of the controlled object at
the previous moment. Because the online RBF neural network cannot obtain the data set in
advance, the number of nodes in the hidden layer is taken to be equal to the number of
nodes in the input layer.

4.2. Rolling Optimization and Feedback Correction

An online RBF neural network predictive controller is designed in this paper, which
adopts the idea of an optimal control algorithm. The core of this is online rolling optimiza-
tion. Although the rolling optimization does not carry on the global whole optimization,
but maintains the control principle, it carries on the gradual optimization over time, takes a
target function based on, and only relating to, the system parameters at each moment, and
carries on the system’s repeated online optimization.

Based on the traditional rolling optimization performance index, combined with the
differential role in PID control, this paper proposes a new objective function: J = [us(k)− u(k)]2 + λ[r(k)− y(k− 1)]2 + [e(k)− e(k− 1)]2

e(k) = us(k)− u(k)
e(k− 1) = us(k− 1)− u(k− 1)

(23)

where us(k) is the actual value of the control volume at the current moment, us(k − 1)
is the actual value of the control volume at the previous moment, λ is the optimization
weight coefficient, the initial value of λ is a random number in the range of [−1,1]. Finally,
[e(k)− e(k− 1)]2 is the differential, which reduces the overshoot of the system and shortens
the adjustment time.

For the adjustment of the parameters of the online RBF neural network, this paper
uses the gradient descent method to solve this optimization problem, and the adjustment
formula for each coefficient is as follows:

wi(k) = wi(k− 1) + η[us(k)− u(k)]Gi + α[wi(k− 1)− wi(k− 2)]

∆σi(k) = [us(k)− u(k)]wiGi
‖O(k)−ci(k)‖2

σi
3

σi(k) = σi(k− 1) + η∆σi(k) + α[σi(k− 1)− σi(k− 2)]
∆ci(k) = [us(k)− u(k)]wiGi

O(k)−ci(k)
σi

2

ci(k) = ci(k− 1) + η∆ci(k) + α[ci(k− 1)− ci(k− 2)]

(24)

where η is the learning rate; α is the momentum factor, η ∈ (0, 1), α ∈ (0, 0.1); and G is the
Gaussian kernel function.

η and α are mainly used to rectify the three parameters of the online RBF predictive
controller. η is mainly used to compensate the errors caused by the calculation, and its
value should not be too large, and is usually taken in the range of [0, 1]. When α is
invariant, the effect of η on the control quantity is shown in Figure 5. As can be seen from
Figure 5, only when a is taken in the range of [0, 1], can the controller steadily provide the
control amount to the control system; too large a value will lead to the controller overshoot
phenomenon, and ultimately affect the stability of the system. The role of α is to regulate
the three controller parameters of the adjustment process. The value should not be too
large, generally in the range of [0, 0.1], because when its value is too large it will also cause
the controller stability to decline, and cannot provide the system with a stable amount
of control.
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Figure 5. The effect of the value of η on the control volume.

Feedback adjustment: due to the presence of influencing factors such as model mis-
match or system disturbance, there is a specific error between the output of the predictive
controller and the actual output. To reduce this error, feedback compensation can be made
using the reference input and the predicted output, calculated as follows:

em(k + 1) = r(k + 1)− ym(k + 1) + ζe(k) (25)

where: em(k + 1) is the prediction error; r(k + 1) is the reference input; ym(k + 1) is the
prediction output; ξ is the compensation factor, and e(k) is the current error.

5. Networked Control Systems Based on RBF Neural Networks

The overall system structure is shown in Figure 6. In the figure, τ indicates the
predicted time delay; τk indicates the measured value of the time delay; e indicates the
error; u indicates the control quantity of the controlled object; y indicates the system output;
r indicates the reference input of the system; and k− 1, k and k + 1 indicate the last sample
time, the current sample time and the next sample time, respectively.

The design objectives and design parameters of the networked control system designed
in this paper are as follows:

1. Design goal: the system is a networked control system with stochastic time-delay
prediction and compensation, for situations where the time-delay model is known
or unknown.

2. Controlled objects: for nonlinear control objects.
3. Delay models: for random delays, fixed delays and random delays that satisfy the

Markov chain model.
4. System structure: straightforward structure.
5. Stochastic delay prediction model: an offline RBF network delay prediction model

based on an improved PSO algorithm, i.e., the content in Section 3 of this paper.
6. Controller: online RBF neural network single-step predictive controller, i.e., what is in

Section 4 of this paper.
7. Identification model: a network control system based on stochastic time delays, i.e.,

the contents of Section 2 of this paper.
8. System nodes are driven: the controller nodes and actuator nodes are event-driven,

and sensor nodes are clock-driven.
9. Sampling period: The sampling period h is greater than the network transmission

delay at any given moment τk.
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Figure 6. Overall system architecture diagram.

The overall operational flow of the system is as follows:

1. Sampling of data for offline training of RBF neural networks. The training data for
the time-delay prediction model is the actual measurement data of the time delay,
sampled and used to train the time-delay prediction; the input and output of the
controlled object are collected and used to train the recognition model.

2. Determining the number of input nodes and the number of nodes in the hidden layer
for the RBF neural network. The number of input nodes and the number of nodes in
the hidden layer of the time-delay prediction model and online RBF network controller
are problem-specific and need to be tested for errors to determine the number of nodes
for said problem. Typically, satisfying the equation

τk + τB < kh (26)

3. where: τk is the overall system time delay; τB is the time-delay difference generated
by the system after time-delay compensation; k is the number of steps; and h is the
sampling frequency.

4. In the case that the sampling frequency is set appropriately, and the delay can be
accurately predicted in most cases, single-step predictive control is used, and k is
taken as 1.

5. Initialization of the delay prediction model, the controller, and the recognition model.
6. Controller response. The amount of control u(k) at the current moment of the con-

trolled object is calculated by r(k), y(k− 1), and u(k− 1); the time-delay prediction is
performed by a time-delay prediction model with the completion of offline training,
and the time delay is compensated.

7. After predicting and compensating for time delay, actuator response, controlled object
response, sensor response, and sample completion, the system returns to step (4).

6. System Simulation and Analysis of Results

The time-delay sequences used to train the offline RBF neural network time-delay
prediction model in this paper come from 2000 sets of measured data collected using an
Intel I5 processor-based host computer communicating with an IMX6ull-based motion
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control board, with a sampling interval of 100 ms and the equipment running continuously
for 200 s. The sampled delay sequence is shown in Figure 7. The first 1500 sets of data were
selected as the training set and the last 500 sets of data were used as the test set to build
an offline delay prediction model for the improved PSO-RBF network, and the prediction
model was updated during the control process. Afterward, the accuracy of the predictive
control method proposed in the paper is verified on the network control system model
established in this paper for the delay prediction model of the network control system with
random delays, and the system performance of the controller based on the compensation
of random delays.

Figure 7. Measured time-delay sequence.

6.1. Validation of the Offline Delay Prediction Model

In order to verify the superiority of the adaptation-based nonlinear weight adjustment
formula proposed in this paper for the PSO algorithm in the optimization search process, a
comparative simulation of the PSO algorithm for superiority seeking under four different
weight adjustment formulas is performed by using the same learning factor adjustment
formula, as shown in Figure 8.

Figure 8. Comparison of Optimal Search by PSO Algorithm Based on weight adjustment formulas.
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As can be seen from Figure 8, in terms of the speed of finding the optimal solution, the
weight adjustment formula proposed in this paper has arrived near the optimal solution at
the sixth iteration compared with the other weight adjustment formulas, indicating that
the nonlinear dynamic adjustment formula based on the degree of adaptation proposed in
this paper has a more assertive global search ability and faster speed of finding the optimal
solution. In terms of optimization-seeking accuracy, the nonlinear adjustment formula and
the adaptive adjustment formula are better than the other two adjustment formulas. It can
be seen from the curves that the nonlinear adjustment formula can quickly jump out of the
local optimum after finding the local optimum solution, which meets the requirements of
the network control system designed in this article.

In order to verify the prediction performance of the improved PSO-RBF network
offline delay prediction model, three algorithms are used to predict the measured delay.
The minimum inertia weight of the PSO algorithm µmin = 0.4, the maximum inertia weight
µmax = 0.9, the initial values of c1 and c2 are 2 and 0.5, respectively, the maximum number
of iterations is 500, the convergence threshold is 0.001, and the number of nodes in the
hidden layer of the RBF neural network is confirmed to be five by the K-means algorithm.
All three algorithms have a 10-input-1-output structure, and the test set is processed in a
chaotic order. A comparison of the predictions of the three different prediction methods is
shown in Figure 9.

From the comparative analysis in Figure 9, it can be seen that the predicted values
obtained by the improved PSO-RBF prediction algorithm fit the real values better than
both the BP neural network and the original RBF neural network, and the original RBF
neural network performs the worst fit among the three. In the peak and trough regions,
the predicted values obtained by the RBF neural network differed significantly from the
actual values and were barely fitted. The BP neural network’s predictions in the peak
region were also not respectable. Figure 10 shows a comparison of the error curves for each
prediction algorithm. From Figure 10, it can be more intuitively seen that the improved
PSO-RBF neural network offline delay prediction control system proposed in this paper has
the most minor error between the predicted and actual values, and the error is relatively
stable without substantial changes, while the RBF neural network has more significant
fluctuations in the error of each prediction compared to the previous one, and the error
curve is relatively complex and cannot accurately predict the delay. The neural network in
the prediction process appears to have significant error fluctuations, is not conducive to the
system’s stability, and cannot meet the needs of the network control system.
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Figure 10. Error curves for different prediction algorithms.
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To further validate the superiority and effectiveness of the PSO-RBF neural network
offline delay prediction model in predicting stochastic delays, root mean square error
(RMSE), mean absolute error (MAE), and cycle prediction time were used to evaluate
the performance of the prediction algorithms. Table 1 presents the average prediction
performance of different prediction algorithms for 10 independent predictions.

MAE = 1
Q

Q
∑

t=1
|τt − τ̂t|

RMSE =

√
1
Q

Q
∑

t=1
(τt − τ̂t)

2
(27)

where τt is the delay observation; τ̂t is the delay prediction; and Q is the sample size.

Table 1. Comparison of time-delay prediction evaluation metrics for different prediction algorithms.

Time-Delay Prediction Methods RMSE MAE Cycle Forecast Time (ms)

BP Neural Networks 0.0242 0.0688 5.47
RBF Neural Networks 0.0188 0.2045 0.94

Improving PSO-RBF networks 0.0105 0.0383 1.38

As can be seen from Table 1, the RMSE, MAE and cycle prediction times for the
improved PSO-RBF network prediction delay are 0.0105, 0.0383, and 1.38, respectively,
which are 56.6%, 44.3%, and 71.3% lower compared to the BP neural network, and 21.7%
and 81.2% lower compared to the RBF neural network, respectively, indicating the PSO-
RBF neural network’s prediction performance compared to the other two algorithms.
The deviation between the predicted and true values of the PSO-RBF neural network is
much smaller than that of the different algorithms, which indicates that the offline delay
prediction model of the PSO-RBF network proposed in this paper has excellent prediction
performance and the fit between the predicted and actual values is high. This is because,
compared with the RBF neural network, the PSO algorithm reduces the uncertainty caused
by the random parameters of the RBF neural network in the prediction model designed in
this paper, and improves the prediction accuracy of the RBF neural network. The prediction
time of the PSO-RBF neural network prediction model is more significant than that of
the RBF neural network due to the addition of the RBF parameter-adaptive optimization-
seeking algorithm. However, it is still smaller than the sampling cycle time when added to
the measured value of the time delay, which has less impact on the system performance
and meets the demand of the system predictor in real time.

6.2. Control Performance Analysis of Network Control Systems Based on Rbf Neural Networks

This paper uses MATLAB’s network control system simulation platform True-Time
to simulate and verify the control performance of a network control system based on RBF
neural networks. The following servo control system is considered to be built, with the
transfer function of the controlled object:

G(s) =
1000

s(s + 25)
(28)

In the networked control system model, the system sampling period is set to T = 10 ms,
the network transmission method is selected as the Ethernet communication protocol, the
order of information transmission is determined according to priority, the data transmission
rate is set to 100,000 bits/s, and the minimum frame size is 80 bits; the packet size is
80 bits. The RBF neural-network-based networked control system built using the True-Time
2.0 toolbox is shown in Figure 11. The three kernel modules in the toolbox are used to
simulate the corresponding jamming node, controller, and sensor/actuator in the system.
The network uses the network module from the True-Time toolbox. The prediction model
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was set with a minimum PSO algorithm inertia weight of µmin = 0.4, a maximum inertia
weight of µmax = 0.9, initial values of 2 and 0.5 for c1 and c2, respectively, a maximum
number of iterations of 500, and a convergence threshold of 0.001. The number of input
nodes for the offline PSO-RBF neural network delay prediction model is 10, the number
of nodes in the hidden layer is confirmed to be 5 by the K-means algorithm several times,
and the number of nodes in the output layer is 1. The number of nodes in the input layer
and the number of nodes in the hidden layer of the online RBF neural network predictive
controller is both 3, the number of nodes in the output layer is 1, the gradient descent
learning rate η was set to 0.3, and the momentum factor α was set to 0.01.

Figure 11. Network control system built with True-Time.

In order to verify the method of this paper, the predictive control model proposed in
this paper was compared and analyzed with the PID control algorithm, where the input
signal is a square wave signal, and the simulation results are shown in Figure 12.

Figure 12. Comparison of control effect.
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In Figure 12, online RBF predictive control is compared with traditional PID control
for a network control system with random time delay. The networked control system
proposed in this paper can give more accurate control output in a more timely manner, so
that the system output can track the reference trajectory of the output of the second-order
control object faster, and the overshoot and adjustment time are better than the PID control
algorithm to meet the performance requirements of the system. Although all three control
methods can achieve the desired control effect after a period of adjustment, in terms of time,
RBF predictive control achieves the desired control effect faster than fuzzy PID control,
and the tracking speed during the rise and fall process is also faster to meet the demand of
system in real time. In contrast, fuzzy PID control and PID control show a certain amount
of overshoot after the rising and falling stages. The reason for this may be that the PID
algorithm needs some time to learn to make the control effect stable after the change of
reference signal.

In order to further verify the control effect of the control system designed in this paper,
the control effect is evaluated by using the integral of absolute error (IAE), in integral time
absolute error (ITAE) with the following formula.

IAE =
1
K

K

∑
t=1
|r(t)− y(t)| (29)

ITAE =
1
K

K

∑
t=1

t|r(t)− y(t)| (30)

where k is the total number of samples and r(t), y(t) is the reference input and control
output at time t, respectively.

Table 2 shows the comparison of the evaluation indices of different controllers for
networked control with random time delays. It can be seen that the performance of IAE
and ITAE is 0.0831 and 0.0734, respectively, which is 68.2% and 70.2% higher than that
of PID controller, and 30.5% and 31.3% higher than that of fuzzy PID control. The results
show that the proposed RBF neural-network-model-based predictive control system has
better adaptive and disturbance suppression capabilities in networked control systems with
random time delays, and can achieve more accurate compensation for random time delays.

Table 2. Comparison of performance indicators of different controllers.

Control Algorithms IAE ITAE

PID algorithms 0.2616 0.2467
Fuzzy PID control 0.1196 0.1069

RBF predictive control 0.0831 0.0734

When the input signal is a sine wave signal, the system control effect and control
error is shown in Figures 13 and 14. From Figure 13, it can be seen that the output of the
network control system designed in this paper can follow the sine wave signal well, and
the fit with the reference value is high, which can meet the demand of the system control
performance. Analyzing the error curve in Figure 14, it can be seen that the prediction error
of the network control system designed in this paper is more significant at the beginning
of the control phase and there is jitter. This is because the online RBF network predictive
controller needs a certain amount of time for training to perform effective control, and the
jitter time is shorter, indicating that the online RBF predictive control model has a better
learning ability and tracks the sine wave signal better than the opposing wave signal.
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Figure 13. Sine signal following.

Figure 14. Control error curve.

As network control has uncertainty disturbance in the actual control process, this
paper simulates this situation by adding Gaussian white noise in the form of a time period
of 0.5 s < t < 1 s; the waveform of Gaussian white noise is shown in Figure 15.

Figure 15. Gaussian white noise.
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Under the influence of the disturbance signal, the control effect of the network control
system and the PID control algorithm proposed in this paper is compared as shown in
Figure 16. As can be seen from the control curve in Figure 16 after 1 s, the PID algorithm
needs to readjust the control parameters after the disturbance signal is added and overshoot
occurs after 1.5 s; the control effect on the controlled object is not ideal and cannot meet
the control requirements of the system. The control algorithm proposed in this paper has
specific anti-interference ability and can quickly re-tune the model to provide accurate
control output after disturbance signal so that the system can track the reference input
trajectory faster and meet the demand of the control system.

Figure 16. Comparison of control effects with interference signals.

To further verify the control effect of the control system designed in this paper under
the action of a disturbance signal, the two indicators of IAE and ITAE mentioned previously
in this article are used to evaluate the performance of different controllers under the
influence of disturbance signals for networked control with random time delay, and the
comparison of the evaluation results is shown in Table 3. It can be seen that the IAE and
ITAE of RBF predictive control are 0.1248 and 0.1196, respectively, which are 59.9% and 67%
improved compared to the PID controller, and 31.7% and 27.8% improved compared to the
fuzzy PID control, respectively. The results show that under the influence of disturbance
signals, the proposed RBF neural-network-based predictive control system has better
adaptive and disturbance suppression ability and can achieve more accurate compensation
for the random time delay.

Table 3. Comparison of the performance of different controllers in the presence of interference signals.

Control Algorithms IAE ITAE

PID algorithms 0.3109 0.3623
Fuzzy PID control 0.1826 0.1657

RBF predictive control 0.1248 0.1196

6.3. Physical Verification of Network Control System Based on RBF Neural Network

In order to verify the practicality and effectiveness of the method proposed in this
paper, a physical platform was built as shown in Figure 17, which consisted of a PC, a
motion controller, a servo controller and a servo motor. The PC was used as the upper
computer, which integrates the controller and time-delay prediction. The actuator was a
Linux motion control board with IMX6ull as the kernel and burned with a discriminative
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model program. A Delta A3 series servo controller and servo motor were used as the
controlled objects, and the motor output was monitored by the servo controller to play
the role of a sensor. In this system, the PC communicates with the motion control board
and the servo system via Ethernet, and the motion controller communicates with the servo
system via a serial port.

Figure 17. Physical validation platform.

In order to demonstrate the effectiveness and practicality of the network control system
based on PSO-RBF delay prediction model proposed in this paper, three methods, namely,
traditional PID control, fuzzy PID control and the control algorithm proposed in this paper,
were compared experimentally. The parameters of the network control system based
on the PSO-RBF experimental prediction model were set in accordance with Section 6.2.
The experimental results are shown in Figure 18. The algorithm proposed in this paper
outperforms the other two algorithms in terms of overshoot and regulation time. From
Figure 18, it can be seen that the system output of the algorithm proposed in this paper
is slower than the other two algorithms in the first 0.5 s of regulation, which is because
the online RBF prediction controller needs some time to learn for effective control, and the
experimental results show that the network control system based on the PSO-RBF delay
prediction model has a better ability to predict and compensate for the delay than the
traditional algorithm

Figure 18. Physical verification comparison experiment.
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7. Conclusions

To address the impact of random time delay on system performance in network control
systems, based on the requirements of real-time and accurate control systems, this paper
proposes a predictive control system based on the PSO-RBF network model. Firstly, a
network control system model with stochastic time delay is established, and its discrete
state equations are obtained for the identification system of the network control system.
Secondly, for the problem of time-delay prediction, this paper proposes an offline predictive
controller based on an improved PSO-RBF network, adopts the PSO algorithm for adaptive
control of the parameters of the RBF neural network, proposes a new way of adjusting
the parameters of the PSO algorithm to address the problem that the PSO algorithm tends
to fall into local optimality in the late iteration. The late iteration of the PSO algorithm is
improved by using the banned search algorithm. The simulation proves that the offline
prediction controller based on the improved PSO-RBF network proposed in this paper
reduces RMSE, MAE and Cycle Forecast Time by 56.6%, 44.3%, and 71.3%, respectively,
compared with BP neural network, and RMSE and MAE by 21.7% and 81.2%, respectively,
compared with RBF neural network, and can make an accurate prediction of time delay
and has a shorter prediction period to meet the real-time system requirements. To address
the impact of time delay on the control performance of the network control system, an
online RBF network predictive controller is designed to compensate for the time delay, and
the parameters of the online RBF network are adjusted using the gradient descent method.
In order to improve the performance of the predictive controller, an objective function is
proposed in the rolling optimization stage to evaluate the optimization effect. Experimental
results demonstrate that the predictive controller for online RBF networks proposed in
this paper has reasonable control over both the compensation problem of time delay and
the output of the system under the influence of uncertainty disturbances. However, the
method proposed in this paper still has some limitations. The nodes of the hidden layer
of the RBF neural network used in this paper and the values of some parameters need to
be confirmed by a large number of experiments. The application of this predictive control
system in networked multi-axis control systems will be further investigated later.
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