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Abstract

:

Ultrasonic non-destructive testing (UT) is a proficient method for detecting damage in composite materials; however, conventional manual testing procedures are time-consuming and labor-intensive. We propose a semi-automated defect segmentation methodology employing a convolutional neural network (CNN) on 3D ultrasonic data, facilitated by the fusion of X-ray computed tomography (XCT) and Phased-Array Ultrasonic Testing (PAUT) data. This approach offers the ability to develop supervised datasets for cases where UT techniques inadequately assess defects and enables the creation of models with genuine defects rather than artificially introduced ones. During the training process, we recommend processing the 3D volumes as a sequence of 2D slices derived from each technique. Our methodology was applied to segment porosity, a common defect in composite materials, for which characteristics such as void size and shape remain immeasurable via UT. Precision, recall, F1 score, and Intersection over Union (IoU) metrics were used in the evaluation. The results of the evaluation show that the following challenges have to be faced for improvement: (i) achieving accurate 3D registration, (ii) discovering suitable similar keypoints for XCT and UT data registration, (iii) differentiating ultrasonic echoes originating from porosity versus those related to noise or microstructural features (interfaces, resin pockets, fibers, etc.), and, (iv) single out defect echoes located near the edges of the component. In fact, an average F1 score of 0.66 and IoU of 0.5 were obtained.
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1. Introduction


Material manufacturing processes are not defect free and nondestructive testing techniques (NDT) are required to ensure quality standards. Driven by low costs and inspection times, ultrasonic testing (UT) is one of the most widely used types of NDT. It consists of the transmission of ultrasonic waves through the component. Any defect that is present produces a reflected wave that can be measured at the electronic transducer. The signal produced by the propagation of the ultrasonic wave is called A-scan, and its analysis can provide relevant information about the defect, the component or the material. B-scan refers to the image produced when the data collected from an ultrasonic inspection is plotted on a cross-sectional view of the component. The cross-section will normally be the plane through which the individual A-scans have been collected. C-scan refers to the image produced when the data collected from an ultrasonic inspection is plotted on a plan view of the component. A C-scan does not have to be a single cross-section. Indeed, it often shows a combination of measurements obtained across the whole thickness. B-scan and C-scan representations are often used because ultrasonic signals are hard to interpret.



Defect detection and measurement of defects from ultrasonic data is a manual task. Therefore, it calls for skilled technicians and is a time-consuming process subject to human error. The successful application of machine learning, and more specifically deep learning in the field of computer vision, within different neural networks architectures [1,2,3,4,5] and object detection [6,7,8] has increased the interest in models to automatically detect defects in ultrasonic data. Xiao et al. [9] developed support vector machines to identify defects. Ye and Toyama [10] created a dataset of ultrasonic images, benchmarked several object detection deep learning architectures, and publicly shared the data and codes. Latête et al. [11] used a convolutional neural network (CNN) to identify and size up defects in phased array data. Medak et al. [12] proved that EfficientDET [13] was better at detecting defects than RetinaNet [14], and YOLOv3 [7]. They suggested a novel procedure for calculating anchors. Furthermore, they developed a large dataset of phased array ultrasonic images, which they were able to use to conduct a robust validation of their results using a 5-fold cross-validation. In a more recent work [15], Medak et al. developed two approaches to incorporate the A-scan signal surrounding a defect area into the detection architecture. One approach was based on model expansion, the second method extracts the features separately, and they are then merged in the detection head. Virkkunen et al. [16] developed a data augmentation technique adapted to the ultrasonic NDT domain to train another CNN, based on the architecture of VGG [2]. The above works have several points in common: inspections are carried out on metal materials, defects (side-drilled holes, flat bottom holes, thermal fatigue cracks, mechanical fatigue cracks, electric discharge machined notches...) are artificially introduced, and detection/segmentation are performed in the B-scan mode.



Today, composite materials, in particular carbon fiber reinforced polymers (CFRP), are increasingly used in the aerospace, automotive, and construction industries in order to create lightweight structures and achieve more efficient transportation mechanisms. CFRP are inhomogeneous materials. This poses an obstacle to the application of automatic defect detection models due to noise artefacts [17]. In spite of this, automatic defect detection tasks are possible. Meng et al. [18] developed a convolutional neural network together with wavelet transformations to classify A-scan signals that correspond to defects inserted at different depths during manufacturing. In addition, they developed a post-processing scheme to interpret the classifier outputs and visualize the locations of defects using a 3D model. Caizhi Li et al. [19] developed 1D-YOLO, a network based on the use of dilated convolutions, the Recursive Feature Pyramid [20] and the R-CNN [21] to detect damage on aircraft composite materials using a fusion of C-scan and ultrasonic A-scan data with an accuracy of 94.5% and a mean average precision of 80%. This combination of signal and image detection and classification has potential as a method for achieving production-level defect ultrasonic detection applied to composites.



However, current ultrasonic techniques do not provide enough information about some of the most common manufacturing defects of composite materials, e.g., porosity, 3-D maps of fiber volume fraction, out-of-plane wrinkling, in-plane fiber waviness, ply-drop, ply-overlap location, and ply stacking sequence, which are not fully detectable or measurable [22]. In these cases, a different NDT technique would be required to label data and develop datasets for supervised learning tasks. One option is the use of X-ray computed tomography (XCT) because it enables the 3D reconstruction of the internal microstructure of a sample. It has been widely used to perform quantitative analysis on metal [23,24] and composite materials [25,26]. However, its use in in-service environments has a number of limitations. For example, there needs to be access to the item under inspection from all angles (360º), the use of ionizing radiation generates safety concerns, the equipment is costly, and inspection times can be protracted. In addition, X-ray images tend to have low brightness; a possible solution could be found by improving visual effects [27,28]. On the other hand, XCT is one of the few techniques that provides a full 3D picture of the microstructure of the inspected item with sufficient spatial resolution (1000 times higher than UT).



Thus, XCT and UT data fusion is an opportunity: automatic defect detection algorithms could be developed for ultrasonic data using the XCT data as ground truth. One example is the work of Sparkman et al. [29] on the improvement of delamination characterization. Accordingly, labeling is possible in the cases where current UT techniques are unable to detect defects, or fail to provide enough information to this end or in the presence of noisier data. Furthermore, detection models may be developed from any component, and not only from demo components with known inserted defects. In other words, XCT and ultrasounds fusion enables the development of automatic detection/segmentation in ultrasonic data for cases where UT alone is not enough to perform labeling.



As mentioned above, porosity is one type of defect for which UT techniques do not provide enough information. It is also one of the most common manufacturing defects of composite materials. The appearance of voids is random, and there is currently no manufacturing method that is consistently free from porosity. Usually, a threshold of 2% void volume fraction is set as acceptance criteria. However, the estimation of void volume fraction using UT is highly dependent on material, manufacturing process, and inspection equipment [30]. The void size, shape, and distribution have an impact on the estimation of the void volume fraction [31,32], and on the mechanical properties [33]. Bhat et al. examine the performance of ultrasonic array imaging in distinguishing non-sharp defects, assuming that all defects are crack-like. However, they state that such an approach could be over-conservative and lead to pessimistic assessments of structural components [34]. Therefore, current UT methods are capable of detecting porosity, but do not provide relevant information about its quantity, shape, and size [30,31,32]. In addition, it is challenging to detect a flaw near another flaw or structure because the resulting waves usually overlap. In composite materials, the main impact of this effect is on close-proximity flaws and at the edges of the part under inspection [35].



In this article, we develop a methodology for XCT and ultrasonic data fusion that trains a CNN to segment porosity. This would provide a 3D representation of porosity from ultrasonic data and improve the information on the impact of porosity on manufacturing, increasing quality and facilitating efficiency. To do this, phased array (PA) UT was used to obtain the best porosity images, XCT inspections were performed, and a labeled dataset of porosity defects was built and applied to train a convolutional neural network to segment the voids using UT images as input and XCT data as the ground truth. The dataset consists of several C-scans with different cases of void structures. The idea was to train a CNN on 2D cases, evaluated on a 2D test set, and use the trained network to infer ultrasonic 3D data as a sequence of C-scans, long the lines of the approach using B-scans reported in [15]. Experiments were performed on two 150 × 40 × 5 mm   3   CFRP coupons. The main contributions of the research are:




	
A methodology to use ultrasonic and XCT data and its application for porosity assessment, which is a use-case where UT data would not enable the formation of a supervised dataset;



	
the construction of a dataset of ultrasonic porosity images;



	
the optimization of phased array ultrasonic inspections enhances the detail level in the analysis of porosity, and void shape, size and distribution;



	
the evaluation of model performance depending on which data were used for training or testing, equal to an F1 of 0.6–0.7 and a IoU of 0.4–0.5 for the test data. Furthermore, the results proved to be robust, since the segmentation was equivalent for data that were part of the training and the test datasets in different training processes.









2. Materials and Methods


2.1. Materials


A thermoset carbon fiber panel was manufactured by stacking 16 layers in different directions   0 / 90 / ± 45   in out-of-autoclave modality at nonstandard temperature and pressure to produce porosity. It was then inspected using ultrasound, and two 150 × 40 × 5 mm   3   coupons were cropped from the panel in areas of the C-scan with variable attenuation values.




2.2. Methodology


Our approach to ultrasonic image segmentation was to apply supervised machine learning. To do this, we propose the use of a CNN, whose performance is compared to thresholds at different gray-levels. The aim is to develop a pipeline where 2D images from the PA are the neural network input, whose output is a 2D segmentation of any voids that they contain. Therefore, 3D volumes are treated as a collection of 2D images. Figure 1 shows an overview of the methodology. Figure 1 illustrates an overview of the methodology.



The proposed solution is to train a CNN with pairs of 2D ultrasound-XCT registered projections. Since we only have access to the data of two coupons, the data on one coupon are used for training, and the data on the other one are used for testing, and vice versa. Two different labels are explored as the ground truth: XCT data and manually defined labels based on the combination of the XCT and ultrasonic projections. The model performance metrics are calculated on the 2D test data set to measure the similarity of the neural network prediction to each of the ground truth sources. Once the model has been trained, it can be used on a 3D volume to predict porosity slice by slice. Because there were no labelled data, an evaluation based on error metrics was not feasible. Therefore, a visual comparison was performed to explore the differences in porosity prediction in the 3D volume.



2.2.1. NDT Inspections: XCT and Ultrasonic Phased Array


The two coupons were inspected by X-ray computed tomography with a voxel resolution equal to approximately 20  μ m. Local image thresholding using Sauvola processing methods in ImageJ was accurate enough to segment the voids, resulting in a binary volume with values of 1 for the voids and 0 for the material. Compared to the UT, the XCT was accurate enough for the segmented volume to be considered as the ground truth.



UT was performed using a 10 MHz linear array with a lens passively focusing the ultrasonic beam to improve its resolution. The tests were performed in immersion with Sitau ultrasonic equipment (Dasel, Spain). The passive direction of the array ran parallel to the major axis of the coupons, and mechanical scanning was performed in this direction with an optical encoder to measure displacement. The imaging mode was pulse-echo linear scan using a 32-element aperture, the pitch between elements was equal to   0.3   mm. Two parallel scans were required to inspect the width of each coupon (40 mm), which were then manually concatenated. This resulted in a 3D volume with an approximate size of 241 × 120 × 1352 voxels. The ultrasonic volume was rescaled to approximately 470 × 120 × 1352 to account for the influence of pitch.




2.2.2. Data Preprocessing



Obtention of Projection Images


The approach to UT-XCT volume registration was a 2D image registration of projections. During a pre-processing step, both volumes were manually aligned in the 3D space. The XCT projections were the result of the summation of several consecutive images (parallel to the composite surface) at different depths in the volume, whereas the maximum operator was used to obtain the projections at different depths in the US volume (Equation (1) defines the determination of a projection). The number of images to be included in each projection (k parameter) was manually selected to identify sufficient similar structures in the XCT and US projections. The process is defined below.




	
Let I = {1,...,l} denote the indices of the rows of a matrix A.



	
Let J = {1,...,m} denote the indices of the columns of matrix A



	
Let K = {1,...,n} denote the indices of the slices of matrix A



	
I, J, K are oriented to the height, width and thickness of the coupon, respectively



	
Let   a  i , j , k    denote the value of the element A[i, j, k]



	
Let F be the summation operation in the case of XCT. The maximum operation in the case of the ultrasonic data


     p r o j e c t i o n =  U  i j   = F   (  a  i j   )   k =  k 1    k 2   ,  i = 1 , ⋯ , l  j = 1 , ⋯ , m ;    k 1   and   k 2   found   experimentally .      



(1)












The summation operation was found to be better suited for XCT because it highlights regions (white areas in Figure 2) and provides more microstructural information. After extracting all the images, histogram matching was applied to ultrasonic projections, and their pixel values were normalized in the interval [0,1]. This was performed to offset the differing intensity across the width due to ultrasound wave attenuation. This methodology output a total of 12 images for two 5 mm-thick coupons. The XCT images were scaled to fit the size of the PA projections, which was equal to 470 × 120 mm.




2D Registration of Projections


The registration was carried out on each pair of images. The XCT projection was used as a reference, and the ultrasonic projection as a moving image. We tested several automatic methods, and, as shown in Figure 2, the use of manually placed landmarks in common structures yielded the best results. The main obstacle to automated registration was that equivalent keypoints in the image pairs could not be identified automatically. The image registration algorithm is detailed in [36].




Labels


The registration was performed on gray-level XCT projections. The XCT-label projections were obtained through the segmentation of the gray-level XCT projections, which was performed using the local segmentation Sauvola filter algorithm (implemented in ImageJ).



A second labeling was performed as a result of the resolution differences between XCT and UT, which is explained in the discussion. To perform manual annotation, the registered projections of XCT and UT were superimposed, and the annotation was performed based on human criteria.




2.2.3. Modeling



Segmentation of UT Projections


The results of the convolutional neural network for image segmentation were compared to the performance of more conventional segmentation algorithms.



	
Global thresholds: different values for global segmentation of the projections were applied. The pixel values of the ultrasonic projections were normalized between [0, 1], and the thresholds were in the range [0.25, 0.4] with a 0.05 step. We also explored local segmentation algorithms such as Sauvola, but their results were found to be too noisy.



	
Network architecture: the network is a slightly modified version of the one shown in [37]. The hyperparameters are shown in Table 1. The proposed network has four convolutional layers with two max-pooling layers and three FC layers. The network architecture is illustrated in Figure 3. It was trained from scratch using extracted patches. Convolutional layers have a 3 × 3 kernel, stride 1, and no padding. Max pooling is performed with a 2 × 2 window and stride 2. All the hidden layers, except the output units, are equipped with rectified linear units (ReLU).






We also explored local segmentation algorithms such as Sauvola, but their results were found to be too noisy.




Training and Testing


In a situation where there are multiple labels, the output units are not necessarily exclusive. This means that there can be more than one positive output at the same time. To handle this scenario, the binary cross-entropy is utilized in the loss function. The binary cross-entropy is defined as:


  L = −  1 N   ∑  i = 1  N   y i  log  (   y i  ^  )  +  ( 1 −  y i  )  log  ( 1 −   y i  ^  )   



(2)




where N is the number of samples in the dataset,   y i   is the true label of the ith sample (either 0 or 1),    y i  ^   is the predicted probability of the ith sample belonging to the positive class (being a void), and log is the natural logarithm. No regularization was used in the network.



Data augmentation consisting uniquely in rotation of the training dataset was used. The dropout technique is an easy and efficient way to prevent overfitting. While training a neural network, some hidden neurons are randomly assigned a value of zero. This technique is applied to the first two fully connected (FC) layers, and the dropout ratio is set to 0.5. Weights in convolutional layers and FC layers are initialized using the Xavier method. Adam is adopted as the optimizer with a learning rate set to 0.01 and decaying to 0.002 from the ninth epoch onwards. The batch size for each iteration is set to 1256.




Evaluation


As mentioned under the methodology, the evaluation was performed on a set of 2D projections (see Figure 1). Using this approach, it is possible to calculate precision   ( P r )  , recall   ( R e )  , F1 score   ( F 1 )  , and intersection over union (IoU), which are defined as follows.


     P r =   T P   T P + F P         R e =   T P   T P + F N         F 1 =   T P   2 T P + F N + F P         I o U =   T P   T P + F N + F P       











Being



	
False positive (FP): negative class predicted as positive.



	
True positive (TP): positive class predicted as positive.



	
True negative (TN): negative class predicted as negative.



	
False negative (FN): negative class predicted as positive.








2.3. Tools


Different open source software have been used along the project, namely TensorFlow, Fiji, Scikit-image, Jupiter Lab, Matplotlib, NumPy, Python-pillow and Napari [38,39,40,41,42,43,44,45].





3. Results


3.1. Dataset


The dataset (from UT and XCT data) of each coupon is composed of projections containing a widthwise portion (slab) of the material. Due to the natural differences between the coupons, seven pairs of projections were obtained for Coupon 1 and five for Coupon 2. Each of the XCT/UT projections were obtained as explained in the methodology. The XY size of each projection was approximately 470 × 120 pixels (each pixel is about 1 mm   2  ).



The dataset is shown in the Appendix B. The projections for each coupon are ordered from the closest to the front surface to the closest to the back surface. Several variations between projections, such as void orientation and size, sharpness, and location of noisy structures, are appreciable. A vast majority of the voids segmented in the XCT can be related to bright structures in the ultrasonic data. Thus, the preprocessing stage enables the formation of a dataset for defect segmentation.




3.2. CNN Training


Figure 4 and Figure 5 show examples of the results of applying the CNN, Figure 6 contains the validation curves for the networks trained with each label type, and Table 2 and Table 3 show the evaluation metrics using projections of Coupon 1 as training data and projections of Coupon 2 as test data. The Appendix A reports the results of training on projections of Coupon 2 and testing on Coupon 1. Table 4 shows the mean of the evaluation metrics for all projections of the dataset in the case of manual annotations as ground truth.



Comparison of Segmentation Algorithms along the Dataset


The measured F1 evaluation metric for the segmentation results on manual labels for each threshold and the CNN are shown in Figure 7, the IoU in Figure 8.






4. Discussion


4.1. Preprocessing


The phased array amplitude C-scans enables the detection and measurement of voids down to one hundred  μ m thin. The human eye can establish clear correlations between void defects in XCT and C-scans. The obtention of projections was motivated as a way to deal with the mismatch in the depth dimension between the ultrasonic and XCT volumes. In this sense, the similarity in the porosity between both sources is clear. The way projections are obtained highlights the void structures, but it also strengthens echoes caused by resin areas or other structures. Although the equalization process of the ultrasonic projections compensates for the attenuation along the thickness, probably other techniques, such as an adaptive time gain (TGC) during inspection, may improve the results.




4.2. Registration


We found that 3D registration was not accurate enough to train the CNN, mostly due to the mentioned mismatch in the depth dimension. The automation of registration is primarily limited by the difficulty in automatically detecting common salient structures, structural descriptors, or any metric of statistical dependency for both data sources. However, once the algorithm developed in [36] counts with enough common keypoints between the 2D images, registration is successful. A possible future line of research would be to explore whether deep learning models are able to find similar keypoints, for which purpose our annotated data could be used.




4.3. Evaluation and Labels


Two different image labels were used as ground truths in two independent training sessions. The use of XCT projections as labels is the most straightforward training method for a CNN. However, each source has different resolutions, which results in data that are not adequate for the classification task. On this ground, we also used manual labeling. Figure 9 illustrates the differences in labeling porosity between the XCT projections (through automatic local thresholding) and the manual labels in US projections. Bright pixels account for internal echoes, which can be caused by defects caused by porosity or by the internal microstructure of the composite, for instance, resin pockets. The aim of the network is to segment the defect echoes. If XCT labels are used, there is only a small difference between void and nearby pixels. The different resolutions of the NDT techniques account for this behavior. Manual labeling is performed assuming that all bright pixels within a specified region should be produced by the voids. As a result of the above resolution effect, the precision, recall, and F1 results measured using the manual labels are double that of the XCT labels.



Manual labels are the best option for training the network. However, XCT labels are still needed to perform manual labeling. In other words, the XCT ground truth is required to single out echoes produced by defects from those produced by other factors such as microstructure or noise.




4.4. Segmentation Results


The evaluation metrics in Table 4 shows that the CNN performs better than any threshold in average for the entire dataset. The values of F1 and IoU around   0.66   and   0.50   are not enough to be used in a production environment. Despite this, the distance to production-level results is not far. Strategies such as the ones mentioned in the state-of-the-art, combining A-scan signal data with C-scans and a bigger dataset may raise the performance level to the requirements. In addition, the evaluation of the models in object detection metrics remains a future work.



As Figure 7 and Figure 8 show, the performance varies in a range up to   0.2   in F1 and IoU across the different projections. The CNN fails with respect to challenging segmentation cases, such as projections near to the front surface, e.g., the two first projections in the Coupon 2 dataset and the last one in Coupon 1 (see dataset in the appendix), which are noisier, or in resin-rich pocket regions. The orientation of the voids played a role as well, in projections such as 3 and 4 with more presence of horizontal and diagonal aligned voids the metrics decreased. The visual evaluation after the 3D prediction confirmed these challenging cases: resin structures, slices near the front or back surfaces, showed echoes that were indistinguishable from the defects. This is a future line of research, where possible solutions include improving the signal-to-noise ratio, deconvolution of the A-scan signals, further optimization of the ultrasonic imaging, and the integration of additional features of the ultrasonic signal.



A key result is the robustness of the training, irrespective of whether the CNN is trained on the data of Coupon 1 or Coupon 2, the training and test results are equivalent. In other words, the evaluation metrics are equivalent when the projections of Coupon 1 are used for training to when they are used in testing. The network appears to be able to interpret where segmentation must be performed and is consistent even if the training and test data roles are inverted.





5. Conclusions and Future Work


We developed a methodology to semi-automatically segment defects in 3D ultrasonic data using a convolutional neural network (CNN). The methodology consists of X-ray computed tomography and phased-array ultrasonic testing data fusion. Supervised classification was then used to train the CNN with 2D images. The use of this approach makes it possible to measure evaluation metrics such as precision, recall, F1 and IoU. The CNN results were compared to the outcomes of applying global thresholds to the phased array. According to the metrics implemented, CNN clearly outperformed the global threshold.



One of the most challenging tasks is data fusion. The proposed solution is an image registration process for 2D images output by each technique, as 3D registration was found not to be accurate enough to train the CNN. In the absence of an algorithm to find common keypoints or any similarity measure between the two data sources, however, registration is not fully automated. This is a future line of work, where the application of deep learning based on the manually annotated data reported here could prove to be useful.



We explored the use of two ground truths: XCT segmented voids and manual labels. The use of the XCT labels was found to output data that were too noisy for CNN training, and manual labels provided more robust training. The evaluation metrics for manual labels were twice as good. The network results—an F1 for test data equal to 0.63 and IoU equal to 0.5—were better than outcomes for the global thresholds. However, CNN is not able to distinguish between echoes produced by defects such as porosity and echoes produced by microstructural elements such as resin-rich areas. Future works should improve the signal-to-noise ratio, increase the dataset, and integrate more information from ultrasonic signals and C-scan representations.







Author Contributions


Conceptualization, J.-I.C. and F.S.; methodology, J.-I.C., G.C., J.C., E.M. and C.G.-M.; software, J.-I.C.; validation, E.M. and G.C.; formal analysis, J.-I.C.; investigation, J.-I.C.; resources, E.M. and J.C.; data curation, J.-I.C.; writing—review and editing, J.-I.C., F.S., G.C. and E.M.; visualization, J.-I.C.; supervision, E.M. and F.S.; project administration, E.M. and F.S.; funding acquisition, E.M. All authors have read and agreed to the published version of the manuscript.




Funding


The research leading to these results has received funding from Madrid region under programme S2018/NMT-4381-MAT4.0-CM project.




Institutional Review Board Statement


Not applicable.




Informed Consent Statement


Not applicable.




Data Availability Statement


Two dataset from this reasearch are available: the unregistered set of 2D UT/XCT images with its associated manually annotated keypoints, and the set of ultrasonic, XCT, and manual labels images used in the training of the CNN. Everything will be provided openly. They can be shared upon request as well with explanations.




Acknowledgments


Special thanks to Julen Barriga Valles, his work during his bachelor final project helped in the development of the CNN network.




Conflicts of Interest


The authors declare no conflict of interest.




Abbreviations


The following abbreviations are used in this manuscript:



	MDPI
	Multidisciplinary Digital Publishing Institute



	DOAJ
	Directory of open access journals
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	UT
	Ultrasonic testing
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	X-ray computed tomography
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Appendix A. Results for Training in Data of Coupon 2, and Test in Coupon 1
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Table A1. Training evaluation metrics.






Table A1. Training evaluation metrics.










	
	XCT Labels
	Manual Labels





	Avg Training Precision:
	0.32
	0.51



	Avg Training Recall:
	0.45
	0.89



	Avg Training F1:
	0.25
	0.62



	Avg Training IoU:
	0.14
	0.62
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Table A2. Test evaluation metrics.






Table A2. Test evaluation metrics.










	
	XCT Labels
	Manual Labels





	Avg Test Precision:
	0.29
	0.72



	Avg Test Recall:
	0.36
	0.78



	Avg Test F1:
	0.29
	0.73



	Avg Training IoU:
	0.17
	0.62
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Figure A1. Training and validation curves for the networks trained on each type of labels. (a) Network trained with XCT labels. (b) Network trained with manual labels. 






Figure A1. Training and validation curves for the networks trained on each type of labels. (a) Network trained with XCT labels. (b) Network trained with manual labels.
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Appendix B. Dataset of Projections
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Figure A2. Dataset of projections and their imageID. From left to right: Ultrasonic, XCT labels, and manual labels images. (a) Projections obtained from coupon 1. From left to right: Ultrasonic, XCT labels, and manual labels images. (b) Projections obtained from coupon 2. 






Figure A2. Dataset of projections and their imageID. From left to right: Ultrasonic, XCT labels, and manual labels images. (a) Projections obtained from coupon 1. From left to right: Ultrasonic, XCT labels, and manual labels images. (b) Projections obtained from coupon 2.
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Figure 1. Flow diagram of the methodology. 






Figure 1. Flow diagram of the methodology.
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Figure 2. Detail of a pair of projections illustrating the keypoints identifiying common voids. 
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Figure 3. Diagram of the CNN structure. The leftmost image is the input patch with one channel. Other cubes indicate the feature maps obtained from convolution (Conv) or max pooling. All convolutional layers have a kernel of 3 × 3, stride 1 and zeros padding. Max pooling is performed with stride 2 over a 2 × 2 window. 
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Figure 4. Results for projection 1 of test data (Coupon 2). (a) Ultrasonic projection, XCT ground truth, and predicted image. (b) Ultrasonic input, manual labels, and predicted image. 






Figure 4. Results for projection 1 of test data (Coupon 2). (a) Ultrasonic projection, XCT ground truth, and predicted image. (b) Ultrasonic input, manual labels, and predicted image.



[image: Applsci 13 05933 g004]







[image: Applsci 13 05933 g005 550] 





Figure 5. Results for the projection 3 of test data. (a) Ultrasonic input, XCT ground truth, and predicted image. (b) Ultrasonic input, manual labels, and predicted image. 
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Figure 6. Training and validation curves for the networks trained on each type of labels. (a) Network trained with XCT labels. (b) Network trained with manual labels. 
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Figure 7. Comparison of F1 for the 0.25,0.3 and 0.35 global threshold segmentations applied to the US projection on a [0, 1] gray scale, and the CNN. In the case of the network, the value of F1 was obtained when the image formed part of the test dataset. 
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Figure 8. Comparison of IoU for the 0.25,0.3 and 0.35 global threshold segmentations applied to the US projection on a [0, 1] gray scale, and the CNN. In the case of the network, the value of IoU was obtained when the image formed part of the test dataset. 
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Figure 9. Detail of a projection illustrating the differences between the two labels used. (a) Ultrasonic input. (b) XCT labels superimposed. (c) Manual labels superimposed. 
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Table 1. Table of hyperparatemers for each type of label.
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	Labels
	Ratio
	Epoch
	h
	s





	Manual
	11
	20
	5
	1



	XCT
	6
	25
	5
	1










[image: Table] 





Table 2. Training evaluation metrics.
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	XCT Labels
	Manual Labels





	Avg Training Precision:
	0.29
	0.90



	Avg Training Recall:
	0.42
	0.53



	Avg Training F1:
	0.31
	0.66



	Avg IoU:
	0.19
	0.50
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Table 3. Test evaluation metrics.






Table 3. Test evaluation metrics.










	
	XCT Labels
	Manual Labels





	Avg Test Precision:
	0.27
	0.67



	Avg Test Recall:
	0.49
	0.72



	Avg Test F1:
	0.27
	0.67



	Avg IoU:
	0.16
	0.51
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Table 4. Average evaluation metrics for the manually annotated labels and projections from the two coupons. In the case of the CNN, the metrics were obtained when the projections belong to the test dataset.
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	Avg. Precision
	Avg. Recall
	Avg. F1
	Avg. IoU





	CNN
	0.74
	0.65
	0.66
	0.50



	Thr: 0.25
	0.35
	0.92
	0.44
	0.30



	Thr: 0.3
	0.58
	0.79
	0.60
	0.44



	Thr: 0.35
	0.77
	0.59
	0.60
	0.44



	Thr: 0.4
	0.86
	0.39
	0.49
	0.34



	Thr: 0.45
	0.92
	0.24
	0.35
	0.22
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