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Featured Application: It is demonstrated that a line scan thermography (LST) system using a
microbolometer camera can be used for the detection of porosity and impact damage in carbon
fiber composites. This is interesting for the implementation of inline LST inspections during
the production of aerospace components. In addition, pulsed thermography (PT) is used for the
determination of the thermal diffusivity and the estimation of the defect depths using pulsed
phase thermography.

Abstract: Nondestructive testing (NDT) of composite materials is of paramount importance to the
aerospace industry. Several NDT methods have been adopted for the inspection of components during
production and all through the aircraft service life, with infrared thermography (IRT) techniques,
such as line scan thermography (LST) and pulsed thermography (PT), gaining popularity thanks to
their rapidity and versatility. On one hand, LST is an attractive solution for the fast inspection of large
and complex geometry composite parts during production. On the other hand, PT can be employed
for the characterization of composite materials, e.g., the determination of thermal diffusivity and
defect depth estimation. In this study, the use of LST with an uncooled microbolometer camera is
explored for the identification of artificially produced porosity and barely visible impact damage
(BVID) on academic samples. The performance of LST is quantitatively assessed with respect to
PT (considered the gold standard in this case) using a high-definition cooled camera through the
contrast-to-noise ratio (CNR) criterium. It is concluded that, although in most cases the measured
CNR values were higher for PT than for LST (as expected since a high-definition camera and longer
acquisition times were used), the majority of the defects were clearly detected (CNR ≥ 2.5) by LST
without the need of advanced signal processing, proving the suitability of LST for the inspection of
aerospace composite components. Furthermore, the deepest defect investigated herein (z ≈ 3 mm)
was detected solely by LST combined with signal processing and spatial filtering (CNR = 3.6) and
not by PT (since pulse heating was not long enough for this depth). In addition, PT was used for
the determination of the thermal diffusivity of all samples and the subsequent depth estimation of
porosity and damaged areas by pulsed phase thermography (PPT).

Keywords: infrared thermography; nondestructive testing; pulsed thermography; line scan ther-
mography; porosity; BVID; contrast-to-noise ratio; thermal diffusivity; depth estimation; pulsed
phase thermography
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1. Introduction

Quality assessment is a critical aspect of the aerospace industry, as the safety and
reliability of aircraft depend on the integrity of the materials used in their construction.
Overall, the quality assessment of composite materials in the aerospace industry requires
a combination of techniques to detect and characterize defects accurately. By using these
techniques, manufacturers can ensure that the materials used in aircraft construction meet
the required safety and reliability standards, ultimately improving the safety of air travel.

Composite materials are widely used in the aerospace industry due to their high
strength-to-weight ratio, corrosion resistance, and durability. One of the main challenges
in the manufacturing and maintenance of composite structures is the detection and char-
acterization of anomalies that can weaken the material and compromise its performance.
Porosity and impact damage are two such flaws currently of great interest in aerospace
composite components.

Porosity can be defined as the presence of trapped air within the composite matrix
or at the interfaces between the matrix and the reinforcing fibers that can occur during
the manufacturing process due to incomplete impregnation of the resin or the presence
of air bubbles [1]. Porosity has been the subject of several theoretical studies to explore
its impact on the mechanical properties of materials and is still actively investigated [2].
Composites may also be at risk of impact damage during production, e.g., tool drop,
and more particularly during operation, e.g., bird clash, collisions, or hail strike. High-
velocity impacts are usually easily identifiable visually since they may generate substantial
structural damage, whilst low-velocity impacts produce barely visible impact damage
(BVID) that may be difficult to see. It is, however, very important to detect BVID to avoid
its propagation and the subsequent formation of delaminations [3].

Nondestructive testing (NDT) methods such as ultrasonic testing [4] and X-ray ra-
diography [5] have been successfully employed to detect and quantify porosity and BVID
in composite materials. Nevertheless, although very effective, these techniques are either
considerably time-consuming, require access to both sides of the sample being inspected,
and/or are costly.

In addition to these NDT techniques, there exist alternative methods that are report-
edly very accurate for the detection of defects. Speckle interferometry and digital image
correlation are two optical techniques that are commonly used for the NDT of composite
materials in the aerospace industry [6]. Both techniques involve the analysis of images to
detect defects and assess the quality of the material. Another interesting method is 3D laser
Doppler scanning vibrometry which is used to assess the vibration and dynamic behavior
of structures [7]. These techniques are very promising although their main limitation is that
they require a controlled testing environment to minimize any external disturbances (air
turbulence, or temperature fluctuations) that could affect the accuracy of the measurements
and their sensitivity to changes in the surface properties.

In recent years, infrared thermography (IRT) has emerged as a promising NDT method
for detecting and quantifying different kinds of flaws in composite materials including
porosity [8] and BVID [9]. IRT is a contactless NDT technique that uses thermal imaging to
visualize the temperature distribution on the surface of a material based on the principle that
the presence of anomalies in the material will cause local variations in thermal diffusivity,
which will result in temperature gradients that can be detected with an infrared camera.
Some of the main advantages of IRT with respect to other NDT techniques are its rapidity,
cost, and the fact that it does not require access to both sides of the inspected part [10].

The classical approach in IRT is pulsed thermography (PT) in which all the system
elements, i.e., the camera, the heat source, and the component to be inspected, are static. The
component is thermally stimulated with a fast heat pulse (e.g., using xenon flashes) while
the thermal evolution is recorded for as long as necessary so as to allow the component
to cool down [11]. An alternative approach is line scan thermography (LST) in which the
camera and the heat source move above the surface of the component, which remains
static [12]. LST is a very interesting configuration for the inspection of large and complex-
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shaped parts during production given that is fast and can follow geometrical variations
when combined for example with a robot, an actuator, or a drone. For the purpose of this
study, PT can be considered the gold standard to evaluate the performance of the LST
system knowing a priori that defect contrast should be higher for PT than for LST.

The first goal of this research work is to explore the use of LST using an uncooled
microbolometer camera, i.e., a practical configuration for industrial applications, and
compare its performance with respect to PT using a cooled high-definition infrared camera
and advanced signal processing, i.e., the gold standard in IRT, for the detection of porosity
and BVID. To do this, academic samples containing artificially produced localized porosity
and impact damage were manufactured and inspected by both techniques. The contrast-to-
noise ratio (CNR) is employed as a quantitative criterion to objectively and quantitatively
assess and compare performances. The second objective is to estimate the depth of porosity
and BVID samples. There is currently no quantitative approach available for LST. However,
depth estimation is possible by PT using advanced signal processing, such as quantitative
pulsed phase thermography (PPT) [13], which requires knowledge of thermal diffusivity.
Hence, the thermal diffusivity of all samples was measured from PT in transmission mode
and used for the estimation of the depths.

The content of the paper is as follows: Section 2 deals with the materials and experi-
mental setups employed for this study, and presents as well a description of the techniques.
Section 3 offers a discussion of the results, and finally, Section 4 presents the conclusions.

2. Materials and Methods
2.1. Samples

Two sets of carbon fiber reinforced polymer (CFRP) samples, each one composed of
twenty-four carbon fiber layers (HexyPly 914C, Seq[(0/+45/90/−45)s]3), were employed
for this study. The samples were produced by Alkar Technology as part of the LDComp
project, which is a collaboration between different Belgian and Canadian companies and
institutions. The first set of samples consisted of 3 samples with artificial porosity areas of
6 × 6 mm2, which were simulated with different small inserts. The second set of samples
was composed of 4 plates that were submitted to impacts of different energies. Table 1
summarizes the specifications of all plates.

Table 1. Characteristics of the composite samples.

Sample Type Width (mm) × Height (mm) Thickness L (mm) α (m2/s) × 10−7

S44 porosity 180 × 120 3.4 4.869
S45 porosity 180 × 120 3.4 4.935
S48 porosity 180 × 120 3.4 4.829
S5 impact, 10 J 150 × 100 3.33 4.961
S9 impact, 10 J 150 × 100 3.3 4.586
S28 impact, 12 J 150 × 100 3.27 5.092
S29 impact, 15 J 150 × 100 3.27 5.889

Figure 1 shows views and specifications of the samples. Figure 1a presents a photo-
graph of the front face of sample S45 (front views of samples S44 and S48 are similar, hence
they are not shown). The distribution of defects in samples S44 and S45 is the same as
depicted in Figure 1b, containing 3 defects each at the same locations and depths. There is
only a small difference in the thickness of the inserts, which is 0.17 mm for S44, and 0.19 for
S45. The thickness of inserts in specimen S48 is 0.16 mm.
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addition, they were also inspected in transmission mode, i.e., with the camera at the op-
posite side than the heating source as seen in Figure 2a, only by PT in order to estimate 
the thermal diffusivity of each plate. 

Figure 1. Composite samples: (a) view of sample S45 from the front face; (b) specifications of samples
S44 and S45; (c) view of the back face of specimen S48; (d) defect specifications of sample S48; (e) view
of the front face of sample S5; and (f) specifications of sample S5.

A view of the back face of sample S48 is presented in Figure 1c (the back views
of samples S44 and S45 are similar). Sample S48 contains 6 inserts, some of which are
superposed as depicted in Figure 1d. For instance, defect 3 on sample S48 consists of
3 inserts located at different layers: the first one at a depth of z = 1.41 mm, the second one
at z = 1.69 mm, and the third one at z = 1.98 mm.

The impacted samples have all approximately the same dimensions (measured thick-
nesses are slightly different) as seen in Table 1 and were impacted at the center following
the drop-weight impact testing (16 mm diameter impactor) as described by the ASTM
D7136 procedure [14]. A photograph of the front face of sample S5 can be seen in Figure 1e
and its corresponding specification in Figure 1f. Impacted sample S9 is similar to S5, both
have been impacted with an energy of 10 J, whilst samples S28 and S29 were impacted with
energies of 12 and 15 J, respectively.

2.2. Data Acquisition

All samples were inspected in reflection mode, i.e., with the camera on the same side
as the heating source, by pulsed thermography (PT) and line scan thermography (LST).
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In addition, they were also inspected in transmission mode, i.e., with the camera at the
opposite side than the heating source as seen in Figure 2a, only by PT in order to estimate
the thermal diffusivity of each plate.
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Figure 2. Experimental setups: (a) pulsed thermography (in transmission mode); and (b) line scan
thermography (in reflection mode).

2.2.1. Pulsed Thermography (PT)

Figure 2a presents a view of the experimental setup for the PT tests in transmission
mode (used for the estimation of the thermal diffusivity of the samples as discussed in
Section 2.3.4). For the reflection mode (not shown) the flashes are placed between the camera
and the specimen. A high-definition cooled IR camera (FLIR X8501sc, NEdT < 20 mK,
InSb, 3–5 µm, 1280 × 1024 pixels, linear Sterling cooling, lens focal length = 50 mm) and
two xenon flashes (Balcar, 6.2 kJ per flash, pulse duration 2 ms @ FWHM) are used and
synchronized through a PC. The camera is positioned 60 cm from the specimens and
the flashes are placed at a distance of 25 cm from either the back or the front side of the
specimens depending on the test mode (transmission or reflection, respectively) forming a
45◦ angle with respect to the sample surface. Samples were inspected one at a time (S44,
S45, S48), in reflection and transmission modes. In all cases, thermographic sequences of
2000 frames at 42 fps were collected and processed as described in Section 2.3.1.

2.2.2. Line Scan Thermography (LST)

Figure 2b shows the experimental setup used for LST. The robot carries a thermo-
graphic head (Visiooimage inc. industrial line scan) holding an uncooled microbolometer
camera (FLIR, 7.5–14 µm, NEdT < 30 mK, 640× 480 pixels, lens focal length = 13.1 mm) and
a heater. All three porosity samples together with the 4 impacted samples were inspected
at once using different scanning speeds (5, 10, 25, 50, 125, and 250 mm/s). The scanning
speed has an impact on the amount of energy that is delivered to the samples and hence on
the maximum depth at which a defect can be detected. On one hand, if not enough energy
is provided, e.g., at very high scanning speeds, the maximum depth that can be reached
will be limited. On the other hand, longer heating, e.g., at very low scanning speeds, may
worsen defect resolution due to excessive heating. It was determined that the optimal
scanning speed is around 25 mm/s in this specific case, although it depends mainly on the
depth of the defects. At scanning speeds much slower or faster than this, defects appear
with lesser contrast. The camera was positioned at 267 mm from the sample and the heater
at 10 mm from the sample surface with a power of 500 W.
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2.3. Data Processing
2.3.1. Pulsed Thermography (PT)

In the case of PT, thermographic sequences are processed as depicted in Figure 3 using
the MATLAB programming platform. Sample S45, as inspected by PT in reflection mode
from the back face, is used as an example to illustrate the processing procedure. Figure 3a
presents a thermogram at a given time arbitrarily chosen (0.35 s after the flash pulse in
this case), in which a suspect area can be visually identified. From this thermogram, a
region-of-interest (ROI) is manually selected around the identified anomaly (defect 1 in this
case, see Figure 1b) and the whole sequence is cropped to contain only this ROI as shown
in Figure 3b.  
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Figure 3. Pulsed thermography processing (sample S45, defect 1): (a) thermogram at t = 0.35 s show-
ing a suspect area (defect 1); (b) thermogram sequence corresponding to the ROI identified in (a); 
(c) sound area and defect temporal profiles for the complete sequence; and (d) profiles after cold 
image subtraction. 
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Figure 3. Pulsed thermography processing (sample S45, defect 1): (a) thermogram at t = 0.35 s
showing a suspect area (defect 1); (b) thermogram sequence corresponding to the ROI identified in
(a); (c) sound area and defect temporal profiles for the complete sequence; and (d) profiles after cold
image subtraction.
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The next step is to manually select the defect area (red square inside the defect) and
sound area (blue area around the defect) from one thermogram of the defect as shown
in Figure 3c. Alternatively, semi-automatic identification of sound and defect areas (by
locating the position of a point inside the defect) would also be possible as reported
previously [15].

The temperature profiles are calculated as the average temperature value inside these
areas (defect vs. sound) at each frame of the sequence. These profiles are shown in Figure 3c
for the entire sequence, which includes images acquired before activating the flashes, i.e.,
cold images. The cold images are then averaged and subtracted from the whole sequence.
This procedure allows the reduction of different types of noise, such as environmental
reflections and fixed pattern noise. Cold image subtraction is also a requirement prior to
the application of thermographic signal reconstruction. The cold images are then removed
from the sequence resulting in the profiles shown in Figure 3d that will be subjected to
further processing.

All identified ROIs (containing defects) are treated using the following advanced signal
processing techniques [16]: thermographic signal reconstruction (TSR) [17,18], including
first and second time derivatives; principal component thermography (PCT) [19]; and
pulsed phase thermography [13,20].

In addition, two approaches were investigated to assess the impact of noise. First,
PCT and PPT were applied to both: raw (unprocessed sequences) and TSR data in order to
evaluate the denoising inherent to TSR. Second, the use of spatial filters was also examined
through the use of Gaussian filters of two degrees with variances σ2 = 1 and 3.

2.3.2. Line Scan Thermography (LST)

In the case of LST, data are acquired in a dynamic configuration, i.e., the camera
and the heating source (IR heater) move in tandem above the surface of the samples at a
constant scanning speed. This allows reconstruction of a pseudo-static sequence following
the procedure described in previous works [21,22]. It is also possible to process the dynamic
sequences by PPT as described in [9,23].

The original thermographic data are in a three-dimensional (3D) sequence with frames
represented in spatial coordinates x, y through time t. The complete sequence usually
consists of several hundred frames. For the sake of clarity, Figure 4a shows only 4 repre-
sentative thermograms arbitrarily selected at different times. It can be seen for instance
that early in the sequence, i.e., at t1, the first plate (S44) can be completely seen, while
the second plate (S48) is seen partially. As the scanning continues, plates appear and
disappear from the camera field-of-view (FOV) as illustrated at different times (t2, t3, and
t4). The acquisition ends after all plates are scanned and there is no longer any sample in
the camera FOV.

The dynamic sequence is then recomposed in such a way that the original y dimension
and time t are transposed as the observation time t′ and coordinate y′, respectively, whilst
the x coordinate remains unchanged. The reconstructed pseudo-static matrix is shown in
Figure 4b and consists of several images (equal to the spatial resolution in the scanning
direction, the y coordinate in this example) distributed along the observation time t′. In
the process, the positions of the reconstructed y′ lines are adjusted by interpolation to
compensate for the lack of synchronization between the scanning speed and the camera
frame rate.
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Figure 4. LST processing: (a) dynamic sequence, line scan at 25 mm/s; (b) pseudo-static reconstructed
sequence and ROI sequence showing defect 1 of sample S45; and (c) thermal profiles of defect 3 and
the sound area around it.

The observation time, t′, which is the time during which every line of pixels along
the y coordinate (in the direction of the scan) is registered by the camera after thermal
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stimulation, is calculated from the length Y (in mm) of the FOV in the direction of the scan
and the scanning speed vy:

t′ =
Y
vy

[mm][mm
s
] (1)

The length of the FOV in the scanning direction Y, is calculated by knowing the
distance between the camera and the sample surface and the lens focal length.

For instance, for a lens with a focal length = 13.1 mm, with the camera located 267 mm
from the sample and a scanning speed of vy = 25 mm/s: Y = 166.3 mm and t′ = 6.64 s.

An ROI surrounding defect 1 of specimen S45 can be identified in Figure 4b (white
square in the thermogram at t′4) and then cropped from the reconstructed sequence showing
the thermal evolution of the ROI through the observation time t′ as also seen in Figure 4b.
The thermal profiles of defect vs. sound areas are shown in Figure 4c.

After reconstruction, the LST pseudo-static matrix can be processed using advanced
signal processing techniques such as TSR, PCT, and PPT, as is conducted with PT [22].
Examples of signal processing of LST (and PT) data are presented in Section 3.

2.3.3. Contrast-to-Noise Ratio (CNR)

The contrast-to-noise ratio (CNR) is proposed as an objective means to provide a
quantitative assessment of noise. Several CNR definitions may be found in the scientific
literature [15]. Nevertheless, there are no standards specifically related to infrared thermog-
raphy. There is, however, a standard for the evaluation of digital detector array systems
for industrial radiology [24] from which a proper CNR definition can be adapted for the
purpose of this study:

CNR =
µd − µSa

σSa
(2)

where µd is the average level of the signal in the defect region; µSa is the average level of
the signal in the sound area (around the defect); and σSa is the standard deviation of the
sound area.

The CNR was calculated frame by frame using Equation (2) in search of the maximum
value, CNRmax, and thus the frame presenting the “best” contrast. This procedure is
depicted in Figure 5.
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Figure 5. Determination of the frame with maximum CNR (defect 1 from sample S45 by PT): (a) Raw
thermogram arbitrarily selected; (b) same thermogram showing defect and sound areas; and (c) CNR
profile over time.

Figure 5a displays a frame (arbitrarily selected) in which an anomaly can be identified,
i.e., detect 1. The same frame showing the defect and sound (around the defect) areas,
manually selected to estimate the CNR at every frame, is presented in Figure 5b. A
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transition zone is left between the defect and the sound area to reduce the effect of heat
diffusion. Figure 5c shows the CNR variation frame by frame from which the CNRmax can
be determined, together with its corresponding frame number and time.

2.3.4. Estimation of Thermal Diffusivity, α

The thermal diffusivity α, can be experimentally determined by exposing a sample of
the material to a high-intensity short duration heat pulse in one face, while recording the
temperature evolution from the opposite face, i.e., in transmission mode. This approach,
originally proposed by Parker [25], is commonly referred to as the “Parker method” or
the “Flash method”, and it counts with a standard test method E1461 [26] and standard
practice E2585 [27] from the ASTM. According to these standards, the diffusivity can be
obtained by solely knowing the specimen thickness L and estimating the time when the
temperature reaches half the maximum value t1/2 [26]:

α =
0.139
t1/2

L2 (3)

This technique was later refined using different time parameters (partial times) to
consider heat losses. The resulting technique is called the partial times method [28], from
which the following equations are proposed to estimate the diffusivity [29,30]:

α =
L2

t5/6

[
0.818− 1.708

t1/3

t5/6
+ 0.885

(
t1/3

t5/6

)2
]

(4)

α =
L2

t5/6

[
0.954− 1.581

t1/2

t5/6
+ 0.558

(
t1/2

t5/6

)2
]

(5)

α =
L2

t5/6

[
1.131− 1.222

t2/3

t5/6

]
(6)

Standard E1461 recommends employing small (from 6 to 30 mm in diameter) and thin
(1 to 6 mm) circular discs to reduce non-uniform heating and to minimize heat losses and
is strictly valid on measurements performed on fully dense (non-porous), homogeneous,
and isotropic (opaque) materials. In the present study, the samples are anisotropic and
non-homogeneous (i.e., CFRP), hence, results are of course subjected to incertitude. The
samples however are relatively thin (3.4 mm) so heat losses are minimal, and although
the samples are considerably larger (180 × 120 mm2) than what is suggested by the norm,
the use of xenon flash lamps illuminating the whole surface aids in reducing non-uniform
heating (when compared to laser spot stimulation). In any case, the results presented
herein can be considered sufficiently accurate for the purpose of this work. More precise
measurements of the diffusivity are out of the scope of this study.

2.3.5. Depth Estimation with the Phase

Defect characterization, i.e., the determination of the defect characteristics such as
the depth, its thermo-physical properties, or its size, constitutes the ultimate purpose in
IRT NDT since it provides a quantitative means to assess the impact of the presence of an
anomaly. Nevertheless, it is not always necessary to implement defect characterization
steps, many times the sole presence of a defect would be enough to determine if a given
component needs to be repaired or replaced.

In the case of porosity and impact damage, it may be important to assess the severity
and location of damage in the decision-making process. Pulsed phase thermography can
be used to estimate the depth of defects by knowing the thermal diffusivity of the materials
being inspected, and the defect’s blind frequency:

z = C1

√
α

π fb
(7)
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where C1 = 1.8 for the phase [13,31].
The blind frequency fb is defined as the maximum frequency at which a defect at a

particular depth presents enough phase contrast to be detected. Phase contrast equals
zero, ∆φ = 0, at frequencies higher than fb; whilst ∆φ will gradually increase for decreasing
frequencies until reaching a maximum ∆φmax at f max (which will depend on the depth of
the defect) and then go down until reaching zero at f = 0 Hz.

3. Results and Discussion
3.1. Comparison of PT and LST through CNR Analysis

CNRmax values for all defects and processing techniques are shown in Table 2. The
following figures summarize the results of different defects in the porosity samples selected
in order to highlight the pros and cons of the different experimental methods (PT vs.
LST), signal processing techniques (raw, TSR, PPT, and PCT), and filtering (unfiltered vs.
Gaussian filtering).

Table 2. Maximum CNR measured on porosity samples: comparison between unfiltered and filtered
(Gaussian filter, σ2 = 1 and σ2 = 3).

Porosity Samples Unfiltered Gaussian Filter, σ2 = 1 Gaussian Filter, σ2 = 3
Sample Method Processing Defect1 Defect2 Defect3 Defect1 Defect2 Defect3 Defect1 Defect2 Defect3

S44 front depths (mm) = 0.287 1.7 3.115 0.287 1.7 3.115 0.287 1.7 3.115
S44 PT raw 5.2 0.8 5.7 1.6 5.8 1.8
S44 PT tsr 5.2 0.9 5.6 1.5 5.6 1.7
S44 PT pct 5.9 4.4 7.9 5.2 8.2 5.5
S44 PT pct tsr 6.0 4.6 7.6 5.7 7.9 6.0
S44 PT phase 8.8 3.9 13.1 5.3 15.9 5.8
S44 PT phase tsr 11.5 4.2 14.3 5.6 17.2 6.0
S44 PT first 10.7 3.1 14.9 6.3 18.1 7.3
S44 PT second 16.0 5.3
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TE
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21.2 8.7
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EC
TE

D
24.5 9.4
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TE
D

S44 LST 25 mm/s raw 6.1 1.7 6.6 2.1 6.9 2.3
S44 LST 25 mm/s tsr 6.2 1.5 6.4 1.6 6.7 1.7
S44 LST 25 mm/s pct 6.2 1.3 6.8 1.7 7.3 2.0
S44 LST 25 mm/s pct tsr 5.9 1.4 6.5 1.8 7.1 2.2
S44 LST 25 mm/s phase 2.1 1.1 2.2 1.3 2.2 1.6
S44 LST 25 mm/s phase tsr 1.8 1.1 1.9 1.3 1.9 1.5
S44 LST 25 mm/s first 6.7 1.4 7.3 1.6 7.6 1.7
S44 LST 25 mm/s second 3.3 1.7

N
O
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D

ET
EC

TE
D

3.7 2.2
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D
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TE
D

4.0 2.9
N

O
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D
ET
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TE

D
S45 front depths (mm) = 0.287 1.7 3.115 0.287 1.7 3.115 0.287 1.7 3.115

S45 PT raw 8.9 0.6 11.6 1.5 12.3 1.8
S45 PT tsr 9.1 0.6 11.5 0.9 12.1 1.0
S45 PT pct 10.1 2.6 11.6 3.3 12.0 3.4
S45 PT pct tsr 10.0 3.4 11.4 4.8 11.8 5.0
S45 PT phase 5.9 2.3 14.4 4.2 19.0 4.8
S45 PT phase tsr 14.9 2.7 19.6 3.7 22.7 4.0
S45 PT first 11.1 2.4 15.8 5.2 18.0 6.1
S45 PT second 8.7 4.0

N
O
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D
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EC

TE
D

17.2 6.6

N
O
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D

ET
EC

TE
D

20.5 7.1

N
O
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D
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D

S45 LST 25 mm/s raw 8.7 1.2 0.0 9.4 1.3 0.0 10.1 1.3 0.0
S45 LST 25 mm/s tsr 8.9 0.7 −0.4 9.0 0.7 −0.5 9.7 0.7 −0.4
S45 LST 25 mm/s pct 4.0 2.7 2.8 4.4 3.0 3.3 4.9 3.0 3.6
S45 LST 25 mm/s pct tsr 4.0 3.2 2.0 4.5 3.6 2.2 5.1 3.7 2.3
S45 LST 25 mm/s phase 2.4 1.9 0.9 2.7 2.1 1.4 2.8 2.2 1.6
S45 LST 25 mm/s phase tsr 2.4 1.8 0.9 2.7 2.0 1.3 2.7 2.1 1.5
S45 LST 25 mm/s first 9.4 1.8 1.3 10.7 1.9 1.4 11.7 2.0 1.4
S45 LST 25 mm/s second 4.1 3.4 1.9 5.4 3.9 2.0 6.7 4.0 2.1
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Table 2. Cont.

Porosity Samples Unfiltered Gaussian Filter, σ2 = 1 Gaussian Filter, σ2 = 3
Sample Method Processing Defect1 Defect2 Defect3 Defect1 Defect2 Defect3 Defect1 Defect2 Defect3

S48 front depths (mm) = 1.69 1.41 1.41 1.69 1.41 1.41 1.69 1.41 1.41
2nd insert (mm) = 1.98 1.69 1.42 1.69 1.42 1.69
3rd insert (mm) = 1.98 1.98 1.98

S48 PT raw 1.1 1.1 0.4 2.5 2.2 1.0 3.1 2.5 1.2
S48 PT tsr 2.4 1.3 0.3 2.6 2.2 0.6 3.0 2.3 0.7
S48 PT pct 3.8 5.3 1.9 4.6 6.8 2.6 5.2 7.7 2.9
S48 PT pct tsr 3.4 5.0 2.2 3.9 6.2 4.0 4.1 6.9 4.8
S48 PT phase 4.8 4.1 2.0 8.7 7.6 3.8 10.1 9.1 4.5
S48 PT phase tsr 5.9 5.4 2.5 8.4 7.5 3.5 9.6 8.7 4.0
S48 PT first 4.2 3.5 2.0 7.2 8.3 2.1 8.6 9.8 2.6
S48 PT second 7.5 5.0 3.5 11.3 11.4 6.9 11.8 12.0 7.7
S48 LST 25 mm/s raw 2.5 2.9 1.3 2.7 3.4 1.6 2.8 3.7 1.8
S48 LST 25 mm/s tsr 2.3 3.1 1.1 2.4 3.3 1.1 2.4 3.5 1.2
S48 LST 25 mm/s pct 2.4 2.5 1.8 2.7 2.6 2.2 2.9 2.7 2.7
S48 LST 25 mm/s pct tsr 2.2 2.4 2.2 2.6 2.5 2.5 3.1 2.6 2.8
S48 LST 25 mm/s phase 2.8 2.3 1.6 3.2 2.7 1.8 3.6 3.1 2.2
S48 LST 25 mm/s phase tsr 2.7 2.4 1.6 3.2 2.8 1.8 3.6 3.1 2.1
S48 LST 25 mm/s first 3.7 4.2 2.3 4.3 4.9 2.7 4.8 5.4 3.2
S48 LST 25 mm/s second 3.3 2.4 2.5 3.8 2.6 3.0 4.0 2.6 3.6
S48 LST 10 mm/s raw 4.5 3.2 4.9 3.4 5.2 3.5
S48 LST 10 mm/s tsr 4.3 3.1 4.5 3.2 4.6 3.4
S48 LST 10 mm/s pct 2.1 2.1 2.6 2.5 2.8 2.8
S48 LST 10 mm/s pct tsr 2.2 2.4 3.4 2.7 4.4 2.9
S48 LST 10 mm/s phase 1.6 1.2 2.0 1.7 2.2 2.1
S48 LST 10 mm/s phase tsr 1.7 1.0 2.0 1.2 2.2 1.4
S48 LST 10 mm/s first 6.0 3.5 6.7 4.0 6.9 4.5
S48 LST 10 mm/s second 2.2 1.4
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S48 LST 5 mm/s raw 3.7 4.2 4.6
S48 LST 5 mm/s tsr 3.6 4.1 4.5
S48 LST 5 mm/s pct 3.2 4.0 4.6
S48 LST 5 mm/s pct tsr 3.2 4.0 4.6
S48 LST 5 mm/s phase 0.7 1.2 1.6
S48 LST 5 mm/s phase tsr 0.7 0.8 1.0
S48 LST 5 mm/s first 3.0 3.4 3.7
S48 LST 5 mm/s second 1.4
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Notes: PT—pulsed thermography; TSR—thermographic signal reconstruction; PCT—principal component
thermography; PCT TSR—PCT applied after to TSR; Phase—phase from pulsed phase thermography (PPT), phase
TSR—phase from PPT after applying TSR; first—first time derivative from TSR; second—second time derivative
from TSR; LST—line scan thermography.

Figure 6 aims to illustrate the difficulty in assessing the efficiency of defect detection
under changing situations. Several images from this figure show apparently similar defect
contrasts to the human eye, whether they are processed or not, or filtered or not. Profiles
representing spatial variations through a horizontal line at the center of these images
(dotted white line seen in the first image) are also included at the bottom of each image.
Spatial profiles provide a hint of the noise level of images. For instance, TSR considerably
denoises data following a synthetic data reconstruction after fitting. This is particularly
evident with the phase calculated from TSR data, the 1st and the 2nd time derivatives (last
three columns of the first line).
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Figure 6. Pulsed thermography. Impact of advanced signal processing and Gaussian filtering on
single layer porosity at shallow depth: sample S44, front face, defect 1 (insert at z = 0.287 mm,
thickness = 0.17 mm).

It can also be noted that filtering has some impact on image noise as seen by comparing
unfiltered (first line in Figure 6) vs. filtered (second and third lines, for which the degree of
Gaussian filtering changes from a variance σ2 = 1 to 3, respectively). Still, it is a difficult task
to objectively assess denoising by visual examination of these images or even the respective
spatial profiles.

The CNR is an interesting parameter that can be used as a criterium to quantitatively
compare results. The images presented in Figure 6 correspond to the CNRmax values
(estimated following the procedure presented in Section 2.3.3) for each technique. It can
be observed that the CNR significantly increases with advanced signal processing (TSR,
PCT, and PPT) and even further when fitted data, e.g., TSR, is used as input (instead of raw
data) to PCT and PPT, as well as 1st and 2nd time derivatives.

Figure 7 presents LST results for the same defect presented in Figure 6 for PT, i.e.,
defect 1 in sample S45. At first glance, CNR values are considerably higher for PT. This
was to be expected since a high-definition, high thermal resolution, cooled camera is used
for PT, whilst a microbolometer uncooled camera is used for LST.

A second observation is that improvement in CNR is more erratic for LST. For instance,
it actually worsens after processing in all cases with the exception of the 1st time derivative.
This is probably related to the data reconstruction which may add some noise due to the
dynamic scanning process. This needs to be further investigated.

Finally, as expected, Gaussian filtering improves CNR in all cases. The variance
has a significant impact as observed from the two options studied herein (σ2 = 1 and 3).
Nevertheless, two important observations should be pointed out. First, variance values
were selected arbitrarily, using previous empirical knowledge from similar investigations.
There must be an optimal variance that could be selected in order to improve defect contrast
as much as possible. The determination of this optimal value would require further study,
which is out of the scope of the present work. Second, any kind of spatial filtering modifies
the input signal to some extent and may corrupt images if not selected properly. Hence,
even though it is clear from the results presented herein that the CNR can be significantly
improved using Gaussian filtering, additional research should be carried out to better
assess the impact of filtering on defect contrast enhancement.
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depth = 0.287 mm, thickness = 0.19 mm).

Figures 6 and 7 illustrate the impact of advanced signal processing and filtering on
noise reduction, i.e., on CNR values, for the case of a shallow defect, which could in
fact be easily detected even without filtering or signal processing given that it is very
close to the inspected surface (z = 0.285 mm). Deeper defects are more challenging as
demonstrated next.

Figures 8 and 9 include PT raw and processed results (the first 8 columns), as well as
the best LST results, i.e., images with the highest CNRmax (the last two columns in Figure 8,
and only the last column in Figure 9). Considering exclusively the impact of advanced
signal processing applied to PT data (top line, excluding the last column) in Figure 8, it can
be noticed that defect 1 of sample S48 would not be detected without processing as the
raw result has a rather low defect contrast, i.e., CNRmax = 1.1. It is only after processing
that the porosity area becomes clearly recognizable (roughly CNRmax ≥ 3.4). On the other
hand, considering exclusively the impact of Gaussian filtering (first column in Figure 8),
it can be concluded that filtering also improves the CNR although to a lesser extent than
signal processing (at least for the kind of filter and variances utilized herein), passing from
CNRmax = 1.1 without filtering, to CNRmax = 2.5 for a Gaussian filter with a variance σ2 = 1,
and to CNRmax = 3.1 for a Gaussian filter with σ2 = 3. The striking combined effect of
advanced signal processing and image filtering on defect contrast enhancement can be
emphasized by comparing the raw result (the lowest CNR, top-left) to the second time
derivative result (the highest CNR, bottom-right) improving the CNRmax from 1.1 to 11.8.

In the case of LST (last 2 columns in Figure 8), it is interesting to note that, contrary
to PT, porosity can be detected by LST with good contrast without signal processing
or filtering, CNRmax = 4.5 (see Table 2 for reference). This is due to a longer thermal
stimulation in LST that allows heat diffusion to reach the defects and increase contrast.
Signal processing does not improve CNR as drastically as PT (in some cases even worsens).
The best results are obtained with TSR 1st time derivative (last column). A pattern of
vertical lines can be perceived in the LST results. This pattern apparently corresponds
to the grid in front of the heating IR lamp. Interestingly, the 1st time derivative removes
this effect.
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Figure 9 summarizes the results for defect 3 in sample S48. Even though both
Figures 8 and 9 present results for porosity at an intermediate depth, i.e., close to the
middle thickness of sample S48, there are significant differences between them. Defect 1
(presented in Figure 8) is a single-layer porosity area located at z = 1.7 mm, whilst defect 3
(Figure 9) is composed of 3 superimposed porosity areas at different layers, z = 1.41, 1.69,
and 1.98 mm (see Figure 1d for reference). As a result, CNRmax values of defect 1 (Figure 8)
are higher than those of defect 3 (Figure 9).

Considering PT results for defect 3 (first 8 columns in Figure 9), as was the case
for defect 1(Figure 8), signal processing and filtering have a major impact on improving
defect contrast, as can be verified from the comparison of unfiltered raw (CNRmax = 0.4)
vs. Gaussian filtered (σ = 3) second time derivative (CNRmax = 7.7) results. In the case of
LST, contrary to defect 1 (Figure 8), defect 3 (Figure 9) cannot be clearly detected without
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signal processing as shown in the last column in Figure 9, which corresponds to the 2nd
time derivative.

Figure 10 presents a notable example of the impact of signal processing and LST
capabilities to detect deep features. As seen in Table 2, defect 3 in sample S45 is not detected
by PT. On the other hand, it is possible to fairly (CNR around 3) detect this defect by LST
but only after applying advanced signal processing. Figure 10 shows the results of PCT,
which presented the highest CNRmax values.
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Figure 10. Line scan thermography at 25 mm/s. Impact of advanced signal processing and Gaussian
filtering on single layer porosity at the deepest depth: sample S45, defect 3 (insert at z = 3.115 mm,
thickness = 0.19 mm).

It is not clear though why in this case the PCT (from raw data) shows the best CNR
instead of other techniques, TSR 1st or 2nd time derivatives in particular.

Interestingly, as can be observed from Table 2, a slower scanning speed does not
necessarily translates into an increase in defect contrast. For sample S48, CNR results for
three scanning speeds (25, 10, and 5 mm/s) are listed. Although some improvement can be
observed on defects 1 and 2 in sample S48 when slowing down from 25 to 10 mm/s, defect
3 is no longer detected at 10 mm/s. Further reducing the scanning speed (to 5 mm/s),
worsen defect contrast in all cases, only defect 1 can be detected and with lesser contrast.

3.2. Thermal Diffusivity by the Flash Method

Figure 11 exhibits a representative example (sample S44) of the procedure used for
the calculation of the thermal diffusivity using the flash method (PT in transmission mode)
and partial times. The raw data (blue dots) are first fitted using the Savitzky–Golay filter
(red dotted curve) seen in Figure 11a, from which the maximum temperature and the
corresponding time tmax are obtained, followed by the calculation of the partial times: t1/3,
t1/2, t2/3, and t5/6. The thermal diffusivity is then obtained from Equations (4) through (6),
and finally averaged (αmean).

The procedure is repeated for every pixel so a diffusivity map can be reconstructed
as shown in Figure 11b, in which the three defects can be clearly identified as the thermal
diffusivity is affected by the presence of the artificial porosity areas. From this figure, it
can be observed that healthy areas have diffusivities above 4.7 × 10−7 m2/s (appearing
mostly gray in Figure 11b), while defective areas are below this threshold (appearing mostly
orange-yellow in Figure 11b).

The thermal diffusivity of all specimens was estimated following the same procedure.
The average values for sound areas in all samples are summarized in the last column of
Table 1.
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(b) pixel-by-pixel diffusivity map.

3.3. Depth Estimation

As mentioned before (see Section 2.3.5), the sole requirement to retrieve the defect
depth from PPT is the knowledge of the thermal diffusivity and the determination of the
blind frequency. The thermal diffusivity for all specimens was estimated as described in
the precedent section. The blind frequencies were obtained as follows.

Figure 12a presents an example of the estimation of the fb for defect 1 in sample S45.
This graph shows the phase vs. frequency profiles obtained from raw data (blue and red
dots corresponding to sound and defect areas, respectively), and the phase vs. frequency
profiles obtained from TSR data (blue and red solid lines). The fb is determined as the first
crossing point (starting at f = 0 Hz) between the defect and sound phase from TSR profiles,
i.e., fb = 5.481 Hz. Replacing this and the measured thermal diffusivity value from Table 1
(i.e., α = 4.935 × 10−7 m2/s for sample S45) into Equation (5): zest = 0.3024 mm, which is
relatively close to the actual z = 0.287 mm.

The depth of defect 2 in sample S45 was estimated in a similar way. Figure 12b shows
the phase vs. frequency profiles. The blind frequency, in this case, is fb = 0.1667 Hz, and the
estimated depth is zest = 1.734 mm, also close to the actual z = 1.7 mm. The depth of defect
3 could not be estimated since it was not detected as seen in Table 2.



Appl. Sci. 2023, 13, 6135 18 of 22Appl. Sci. 2023, 13, x FOR PEER REVIEW 18 of 22 
 

 
(a) 

 
(b) 

Figure 12. Determination of the blind frequencies for depth estimation with the phase, plate S45 
inspected: (a) defect 1 (depth = 0.287 mm); and (b) defect 2 (depth = 1.7 mm). 

The depth of defect 2 in sample S45 was estimated in a similar way. Figure 12b shows 
the phase vs. frequency profiles. The blind frequency, in this case, is fb = 0.1667 Hz, and 
the estimated depth is zest = 1.734 mm, also close to the actual z = 1.7 mm. The depth of 
defect 3 could not be estimated since it was not detected as seen in Table 2. 

The same procedure was followed to estimate the depth at different locations inside 
the damaged area of the impacted samples. Figure 13 shows the results for the impacted 
specimen S5. The phase profiles can be seen in Figure 13a, from which, the blind frequen-
cies are extracted for each ROI. ROI1 is located at the left near the center of the plate as 
seen in Figure 13b, which presents a phasegram at a very low frequency (f = 0.02 Hz) 
showing the deepest features (i.e., ROI1). As the frequency increases, the phasegrams 
show more and more shallow features as seen in Figure 13c–e. 

The blind frequency of ROI1 can be obtained from the phase profiles in Figure 13a, 
i.e., fb = 0.1875 Hz. The depth can then be estimated from Equation (7) using this value and 
the thermal diffusivity reported in Table 1, which gives zest = 1.65 mm. Similarly, depths 
for the other ROIs were estimated as 1.49, 1.1, and 0.65 mm for ROI2, ROI3, and ROI4, re-
spectively, as shown in Figure 13c–e. 

Figure 12. Determination of the blind frequencies for depth estimation with the phase, plate S45
inspected: (a) defect 1 (depth = 0.287 mm); and (b) defect 2 (depth = 1.7 mm).

The same procedure was followed to estimate the depth at different locations inside
the damaged area of the impacted samples. Figure 13 shows the results for the impacted
specimen S5. The phase profiles can be seen in Figure 13a, from which, the blind frequencies
are extracted for each ROI. ROI1 is located at the left near the center of the plate as seen in
Figure 13b, which presents a phasegram at a very low frequency (f = 0.02 Hz) showing the
deepest features (i.e., ROI1). As the frequency increases, the phasegrams show more and
more shallow features as seen in Figure 13c–e.

The blind frequency of ROI1 can be obtained from the phase profiles in Figure 13a, i.e.,
fb = 0.1875 Hz. The depth can then be estimated from Equation (7) using this value and the
thermal diffusivity reported in Table 1, which gives zest = 1.65 mm. Similarly, depths for the
other ROIs were estimated as 1.49, 1.1, and 0.65 mm for ROI2, ROI3, and ROI4, respectively,
as shown in Figure 13c–e.

Finally, impact damage on all four samples can be seen in Figure 14. In Figure 14a, the
damaged area is zoomed-in and rotated 90◦ with respect to the white rectangle shown in
Figure 14b to be compared to Figure 13b. Both images show roughly the same area. The PT
result in Figure 13b shows evidently more details (e.g., composite fibers) given the higher
spatial resolution and sensitivity of the cooled camera, but the damage appears with higher
contrast in the LST result presented in Figure 14b. This is because the sample was heated
much longer by LST than for PT.
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Figure 13. Specimen S5. Determination of the depth at different regions of impacted specimen
S5: (a) phase profiles of the sound area (blue) and the ROIs (red) showing the blind frequencies
corresponding to the ROIs depths; phasegrams at f = (b) 0.02; (c) 0.08; (d) 0.1875; and (e) 0.5 Hz,
showing selected ROIs and their estimated depths.
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Figure 14. Impacted samples: LST at 10 mm/s: (a) close-up of impact damage on sample S5
rotated 90◦ counterclockwise with respect to the rectangular area in the image at the right; and
(b) reconstructed thermogram showing all four impacted samples approximately 0.5 s after heating.

Figure 14b shows a visual (subjective) comparison of the degree of damage for increas-
ing impact energies. For instance, 10 J impacts (samples S5 and S9) show similar gray levels.
Nevertheless, gray levels at the damaged areas increase with the impact energy as clearly
seen when comparing energies of 10, 12, and 15 J.

4. Conclusions

The main purpose of this paper was twofold. First, to quantitatively evaluate the
performance of LST for the detection of porosity and BVID in carbon fiber composites.
Robotic LST systems have the advantage of being more adapted for online inspection
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during the production of flat and complex-shaped aerospace components. This is currently
of great interest in the aerospace industry in order to reduce inspection times without
compromising defect detection effectiveness. Second, to probe that porosity and impact
damage can be quantified using IRT methods. For this second goal, a PT approach was
selected since a defect characterization procedure exists using advanced signal processing,
i.e., pulsed phase thermography (PPT). In addition, the thermal diffusivity of the material
was measured as a first step toward the determination of depth by PPT.

The performance of LST with an uncooled microbolometer camera was evaluated with
respect to PT with a high-definition camera, which can be considered the gold standard
in IRT. A set of academic plates containing artificial porosity and BVID was inspected
using both approaches. The CNR was used as a quantitative parameter to objectively
evaluate defect contrast. It was calculated frame by frame for all defects and all processing
techniques, so the maximum values CNRmax were found for each approach. Table 2
summarizes the measured CNRmax. Globally, CNR values were greater for PT than for
LST, as expected given the differences in camera spatial resolution and sensitivity between
setups, and also because a static configuration allows recording of thermal cooling longer
than a dynamic configuration, which further improves defect contrast. Nevertheless, there
were some situations where LST performed better than PT. Notably, defect 3 in sample S45,
which is a single-layer artificial porosity area at z = 3.115 mm (Figure 10), was only detected
by LST (at 25 mm/s) and not by PT. This is because with LST the sample was heated longer
than with the flashes. Hence, the energy delivered to the sample was sufficient to reach
this defect and produce enough defect contrast. The use of a longer pulse, using halogen
lamps, for example, would most probably improve results for deeper defects when using a
static configuration.

The application of advanced signal processing significantly improved CNR in all
cases but more significantly in PT. Spatial filters also improved CNR values but to a lesser
extent. The combined effect of advanced processing and Gaussian filtering can be clearly
appreciated for instance in Figure 9, which presents the case of multilayer porosity at
the middle thickness of the sample that shows an improvement of CNRmax from 0.4 (not
detected) to 7.7 (clearly detected) after processing and filtering. Further research should be
carried out to investigate the limiting variance values of Gaussian filtering considering that
any spatial filter modifies images to some extent.

This research study has clearly demonstrated that LST (with a microbolometer camera)
can be used for the detection of porosity and BVID in composite materials with performance
comparable to PT (with a high-definition cooled camera), which could potentially improve
inspection times in the aerospace manufacturing industry. It is also demonstrated that
porosity and impact damage in composites can be quantified from PPT, provided that the
thermal diffusivity is known or can be measured, e.g., by PT in transmission mode. Future
works should explore the possibility of quantifying defects from LST, further optimize
inspection time and assess the impact of geometry on non-planar components.
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