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Abstract: Political perspective detection in news media—identifying political bias in news articles—is
an essential but challenging low-resource task. Prompt-based learning (i.e., discrete prompting and
prompt tuning) achieves promising results in low-resource scenarios by adapting a pre-trained model
to handle new tasks. However, these approaches suffer performance degradation when the target task
involves a textual domain (e.g., a political domain) different from the pre-training task (e.g., masked
language modeling on a general corpus). In this paper, we develop a novel multi-stage prompt tuning
framework for political perspective detection. Our method involves two sequential stages: a domain-
and task-specific prompt tuning stage. In the first stage, we tune the domain-specific prompts based
on a masked political phrase prediction (MP3) task to adjust the language model to the political
domain. In the second task-specific prompt tuning stage, we only tune task-specific prompts with a
frozen language model and domain-specific prompts for downstream tasks. The experimental results
demonstrate that our method significantly outperforms fine-tuning (i.e., model tuning) methods and
state-of-the-art prompt tuning methods on the SemEval-2019 Task 4: Hyperpartisan News Detection
and AllSides datasets.

Keywords: political bias detection; pre-trained language model; prompt-based learning; prompt
tuning; self-supervised learning

1. Introduction

Political perspective detection in news media is more challenging than that in political
texts. It is a document-level classification task that seeks to identify author biases (e.g., left-
leaning, right-leaning, and no bias) in news articles. Political perspective detection in news
media is vital in various applications, such as political polling and news recommendation
systems [1,2]. In addition, identifying perspective differences can help lay the foundation
for the automatic detection of false content and rumors [2].

Identifying the author biases in news articles may be more difficult than in political
texts. This is primarily attributed to the fact that news articles endeavor to maintain
credibility and an appearance of impartiality. This may be a challenging task even for
people (if they lack political knowledge). Moreover, with long sequences and a large
amount of jargon, labeling the political perspective on documents would be labor-intensive
and expensive. Under these circumstances, studying political perspective detection systems
in low-resource settings plays a critical role.

Prompt-based learning (i.e., discrete prompting and prompt tuning), which freezes all
parameters of a pre-trained language model and steers the model by prepending natural
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language or continuous prompts to the input, has achieved notable results in low-resource
settings [3–5]. In [3], the authors prepend task instructions in a natural language form
and a few examples to the input to perform downstream tasks. They achieve promising
results in a wide range of natural language processing (NLP) tasks without updating
parameters. In [4], they reformulate input examples as cloze-style phrases to help language
models understand a given task and achieve significant improvements over fine-tuning (i.e.,
model tuning), modifying all model parameters, in natural language understanding (NLU)
tasks. In another line of work [5], they propose prefix-tuning, which prepends trainable
continuous prompts (i.e., prefix) to the input and outperforms fine-tuning in low-data
settings for natural language generation (NLG) tasks. Various methods have emerged to
learn a new task with very few samples, but prompt-based learning basically benefits from
prior knowledge stored in pre-trained language models.

Despite promising results, some challenges remain in applying prompts to political
perspective detection tasks. Specifically, prompt-based learning results in performance
degradation when the distribution of inputs differs between the source (e.g., the general
domain) and target domains (e.g., the political domain) [6]. Intuitively, the significant
differences between the source and target domains in the terminologies used and their
contextual meanings evoke this phenomenon. For example, “abortion issue” is not a
commonly used term but is used relatively frequently in the political domain. Moreover,
the expression “right” is generally used to indicate the meaning “correct” or a direction,
but in the political domain, it is mainly used to indicate democracy. Therefore, language
models pre-trained on a general corpus may suffer from prompt-based learning on political
perspective detection tasks.

To address these issues, we develop a multi-stage continuous prompt tuning frame-
work for political perspective detection in low-resource settings. In the first stage, we inject
political knowledge into short domain-specific prompts by post-training on an unlabeled
political news corpus. We carefully design a post-training task called masked political
phrase prediction (MP3). To this end, we construct and utilize background knowledge
(i.e., political-issue-specific phrases). Our framework then masks the political-issue-specific
phrases in an unlabeled political news corpus. Finally, we train the domain-specific prompts
using a frozen language model to predict the contiguous masked tokens corresponding
to the selected political phrases. In the second stage, we freeze both the pre-trained lan-
guage model and domain-specific prompts and only tune the task-specific prompts on the
downstream tasks. This allows us to perform prompt-based learning in a political domain
using a language model trained with a general corpus. To the best of our knowledge, our
current work is one of only a few works that address the political perspective detection in
low-resource settings.

We conduct experiments on two political perspective detection benchmarks: SemEval-
2019 Task 4: Hyperpartisan News Detection [7] and AllSides [2]. The experimental results
show that the proposed multi-stage prompt tuning method yields significantly improved
results in political perspective detection. The contributions of this study are as follows:

• We develop a multi-stage continuous prompt tuning framework for political perspec-
tive detection in low-resource settings.

• We propose a domain-specific prompt tuning method for the domain adaptation of
pre-trained language models through the MP3 task. For the MP3 task, we construct
political-issue-specific phrases and mask them from the news corpus.

• The performance evaluation clearly shows that our model outperforms strong base-
lines in political perspective detection tasks in few-shot settings.

The paper is structured as follows: in Section 2, we give a brief introduction to pre-
trained language models that use deep transformer encoders and prompt-based learning
methods. Section 3 outlines the proposed framework for political perspective detection.
In Sections 4 and 5, we demonstrate the performance evaluation results and conduct an
in-depth analysis. Related research is discussed in Section 6, and we conclude the paper in
Section 7.
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2. Preliminary
2.1. Transformers

Transformers [8] are composed of stacked layers, where each layer contains a multi-
head attention module and a fully connected feed-forward network (FFN). The attention
function can be formulated as follows:

Attention(x) = softmax(
QKT
√

dk
)V, (1)

where Q ∈ Rn×dk is the query matrix, K ∈ Rm×dk is the key matrix, and V ∈ Rm×dv is the
value matrix. Here, n denotes the number of queries, m denotes the number of keys and
values, and dk and dv denote the dimensions of the keys and values, respectively. Each
query matrix Q, key matrix K, and value matrix V is obtained as follows:

{Q, K, V}(x) = W{q,k,v}x + b{q,k,v}, (2)

where W{q,k,v} and b{q,k,v} are learnable weights and biases specific to the query, key,
and value matrices, respectively. The multi-head attention performs N heads in parallel
and concatenates their outputs to form the input to FFN with a ReLU activation function
in between:

FFN(x) = ReLU(xW1 + b1)W2 + b2, (3)

where W1 and W2 are learnable weight matrices, and b1 and b2 are learnable biases.

2.2. Pre-Trained Language Models Based on Transformer

We then introduce the base model of the proposed framework. Many studies have
utilized pre-trained language models based on transformer architecture [8] for various
NLP tasks. In particular, deep transformer encoder-based models, such as the bidirectional
encoder representations from transformers (BERT) [9] and the robustly optimized BERT
approach (RoBERTa) [10], use self-supervised pre-training approaches for NLU tasks. They
optimize pre-training objectives, such as masked language modeling (MLM) and inter-
sentence modeling, on an extensive collection of unlabeled text, before fine-tuning them for
a particular downstream task.

In BERT [9], the MLM randomly replaces certain tokens in the input sentences with
a [MASK] token and then trains the model to predict the original vocabulary word that
corresponds to each masked token using the contextual information provided by other
words in the sentence. They uniformly select 15% of input tokens as possible replacements.
However, no masked token is observed during the fine-tuning phase. To alleviate this issue,
they use a strategy in which the selected token is replaced with a actual [MASK] token 80%
of cases, while a random token is used in 10% of cases and the original token is retained in
10% of cases during the masking process. Subsequent studies such as RoBERTa [10] extend
the MLM to improve the performance of BERT further. Instead of static masking, they
propose dynamic masking. We select RoBERTa to apply our multi-stage prompt tuning
framework. We enhance the base model by multi-stage prompt tuning such that the model
can understand the semantic meaning of the political article more deeply.

2.3. Prompt-Based Learning Methods

Many studies have utilized prompt-based learning methods, such as discrete prompt-
ing [11–13] and prompt tuning (the term “prompt tuning” is used to describe a group of
methods rather than a specific method) [5,14,15] for the few-shot and parameter-efficient
learning of the pre-trained language models on downstream tasks. Although we adopt the
prompt tuning approach for our framework, we explain discrete prompting and prompt
tuning for better understanding.
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In a pre-trained language modelM, a set of discrete input tokens x1:n = {x0, x1, ..., xn}
are mapped to input embeddings {e(x0), e(x1), ..., e(xn)} by a pre-trained embedding layer
e ∈ M.

2.3.1. Discrete Prompting

Several studies utilize discrete prompts with pre-trained language models to solve
downstream tasks without additional parameter tuning [11–13]. In their works, they
construct a template T that predicts output y based on input x and prompt P. For example,
in the political perspective detection task, the template T could be “The political perspective
of this document [Political Document] is [MASK].”, where the prompt is “The political
perspective of this document . . . is . . . ”. This template is used to predict the political
perspective for “[MASK]” based on “The political perspective of this document [Political
Document] is”. For simplicity, let V denote the vocabulary of language modelM and let
[Pi] indicate the i-th prompt token of template T. The template T = {[P0:i], x, [Pi+1:m], y}
(where [Pi] ∈ V) is embedded into the vectors as follows:

T = {[e(P0:i)], e(x), [e(Pi+1:m)], e(y)} (4)

However, the performance of using discrete prompts with vocabulary in the language
model is sensitive to choosing examples or templates.

2.3.2. Prompt Tuning

To overcome the limitations of discrete prompting, prompt tuning methods such as
prefix-tuning [5] and P-tuning [14] introduce a pseudo token [Pi] that is not limited to
vocabulary V of the language modelM. P-tuning [14] uses pseudo tokens as an alternative
to discrete prompts and uses bi-directional long short-term memory and two-layer multi-
layer perceptron (MLP) to embed them into continuous prompts h, represented as follows:

T = {h0, ..., hi, e(x), hi+1, ..., hm, e(y)}, (5)

where m is the length of the pseudo tokens, and hi is the trainable embedding vector of
the continuous prompts. Continuous prompts are then trained to find the prompts that
minimize the loss function as follows:

ĥ0:m = arg min
h

L(M(x, y)) (6)

This training approach enables effective continuous prompts to be obtained beyond
discrete expressions. However, attaching prompts only to the input embeddings results in
prompts with minimal influence on the model’s prediction. P-tuning v2 [15] modifies the
approach by attaching different prompts as prefixes to all layers of the model to address
this issue. Continuous prompts used as prefixes P(l)

k , P(l)
v ∈ Rn×d/L are created by passing

a reparameterization encoder consisting of two-layer MLP.
Here, L is the number of attention heads in the transformer model [8], d is the di-

mensionality of the hidden representations, n is the length of the input sequence, and the
superscript (l) is part of the vector corresponding to the l-th head. The authors then
prepend the continuous prompts to keys K(l) and values V(l) of the attention heads in all
layers of the transformer model. This results in the computation of a set of multi-head
attentions expressed by the following formula:

headl(x) = Attention(e(x)(l)W(l), [P(l)
k : K(l)], [P(l)

v : V(l)]), (7)

where W(l) ∈ Rd×d/L is the weight matrix used to generate the queries Q(l). By attaching
prompts to all the layers, they also attach prompts to layers close to the output layer that
significantly influence the prediction.



Appl. Sci. 2023, 13, 6252 5 of 14

3. Methodology

In this section, we describe our multi-stage prompt tuning framework for political
perspective detection tasks. Our framework introduces a domain-specific prompt tuning
method to adapt a pre-trained language model trained on a general corpus to a specific
domain. First, we only tune the domain-specific prompts with a frozen language model on a
carefully designed post-training task (i.e., MP3). After tuning the domain-specific prompts,
we prepend task-specific prompts to the model for use in downstream tasks. While tuning
the task-specific prompts for the downstream task, we freeze both the language model and
domain-specific prompts. Figure 1 illustrates the overall process of our framework.

Figure 1. Multi-stage prompt tuning strategy.

3.1. Domain-Specific Prompt Tuning on MP3 Task
3.1.1. Domain-Specific Prompt Tuning

Existing prompt tuning methods attempt to find the optimal prompts after adding
prompts to the input to adapt a fixed language model to a specific task. However, the per-
formance of prompt tuning depends primarily on the frequency of the terms in the pre-
training corpus [16]. We introduce a domain-specific prompt tuning method that adapts
the frozen language model to data distribution in the downstream domain to address this
issue. Following [15], domain-specific prompts are applied to all layers of the language
model, and then we tune them through a post-training task instead of a downstream task.
We first initialize the domain-specific prompts a ∈ Rn×d, where n is the length of the
domain-specific prompts and d is the embedding size (or the dimensionality of the hidden
representations). Domain-specific prompts a are transformed into a(l)k , a(l)v ∈ Rn×d/L using
a reparameterization encoder composed of two-layer MLP with a tanh activation function
to prevent unstable training and performance degradation [5]. L represents the number of
attention heads in the transformer model, and the superscript (l) represents the vector part
corresponding to the l-th head. We prepend these transformed domain-specific prompts to
the keys and values of each transformer layer. Domain-specific prompts only adapt the
language model to the domain-specific corpus through the MP3 task and are frozen when
tuning the model on downstream tasks.

3.1.2. Masked Political Phrase Prediction Task (MP3)

Motivated by the success of masking contiguous spans, noun phrases, and enti-
ties [17–19], we introduce the MP3 task, which identifies political-issue-specific phrases
and focuses on masking them. An example of MP3 is illustrated in Figure 2.
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Figure 2. The whole architecture of MP3. ‡ means that the PMI score is not logged for readability.

Constructing Political Lexicon We first construct a lexicon of political terms to inject
the political knowledge into domain-specific prompts with MP3. We collect plain news
article texts from the politics sections of various news media (we crawled articles from New
York Times, Washington Post, Daily Caller, and The Hill) and a benchmark news dataset
(we excluded 645 articles with golden labels) [7]. We identify political terms in the corpus
by calculating the phrase score (P-score) based on a simple data-driven approach [20]
as follows:

P− score(wi, wj) =
count(wiwj)− δ

count(wi)× count(wj)
, (8)

where wi and wj are adjacent words in the corpus. We use δ to prevent excessive phrases
consisting of very infrequent words from forming. We use bigrams with scores greater than
the threshold as phrases (we empirically set the δ value and threshold to 100). We then re-
peat the same approach once or twice to identify longer phrases (i.e., trigrams and 4-grams).
Finally, the identified terms include 102,849 bigrams, 34,776 trigrams, and 10,161 4-grams.

Extracting Political-Issue Phrase We may not need to use every phrase for post-
training because some phrases are meaningless regarding ideological confrontation. There-
fore, we extract political-issue-specific phrases from the political lexicon. Inspired by [21],
we first collect 23 major and typical political issues in the United States (e.g., abortion, drugs,
gun control, health care, and immigration) from OnTheIssues (www.ontheissues.org, ac-
cessed on 16 February 2021). Second, we use human political knowledge to extend typical
political issues to fine-grained political events or issues. We asked a human expert to
provide dozens of fine-grained political issues for each typical issue. We provided hotly
debated political events and issue candidates from ISIDEWITH (www.isidewith.com/polls,
accessed on 16 February 2021) and Ranker (www.ranker.com, accessed on 16 February 2021).
For instance, the human expert can attach fine-grained issues such as “skilled immigration”
or “border wall” to “immigration”. Finally, we extract the political-issue-specific term by
calculating the point-wise mutual information (PMI) [22] with fine-grained political issues.
We compute the PMI for a pair of a phrase p and an issue i as follows:

PMI(p, i) = log
P(p, i)

P(p)P(i)
, (9)

where P(i) is the probability that i or its fine-grained issues appear in the news articles.
We discard phrases that appear in more than 10% of the unlabeled articles. Finally, our
proposed model uses 500 top-PMI issue-specific phrases for each of the issues. In addition,
we add the single words comprising the above phrases to the lexicon.

www.ontheissues.org
www.isidewith.com/polls
www.ranker.com
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Masked Phrase Prediction After extracting the political phrases, we mask them in
the new corpus to inject domain knowledge into the domain-specific prompts. First,
we search for political phrases mentioned in the corpus. Given a sequence of tokens
T = (t1, t2, ..., tn), we detect political phrases P and randomly mask them. We mask
approximately 50% of the total occurring P. Because political phrases are not always
sufficiently present in the sequence, we additionally sample random words until the
masking budget is exhausted (approximately 15% of all tokens). We sample sequences of
complete words (rather than subword tokens). Language models with domain-specific
prompts acquire political knowledge by reconstructing masked political-issue-specific
phrases in the corpus. Domain-specific prompts are optimized by minimizing the following
loss function:

LMP3 = − ∑
p̂∈m(P)

logP( p̂|T\m(P)), (10)

where m(P) and T\m(P) denote the masked political phrases from P and the remaining
tokens, respectively.

3.2. Task-Specific Prompt Tuning on Downstream Tasks

We observed that using domain-specific prompts directly on downstream tasks de-
creases performance. This is suspected to be due to catastrophic forgetting, a phenomenon
in which acquired task-specific knowledge leads to forgetting previously learned political
knowledge. We introduce trainable task-specific prompts for each downstream task to
prevent this. Task-specific prompts are created, such as domain-specific prompts. First,
we initialize the task-specific prompts t ∈ Rm×d, where m is the length of the task-specific
prompts. The task-specific prompts t are transformed into t(l)k , t(l)v ∈ Rm×d/L using a
reparameterization encoder composed of two-layer MLP with a tanh activation function.
Finally, we prepend the task-specific prompts to domain-specific prompts in each layer of
the transformer model.

Unlike domain-specific prompts, task-specific prompts are designed to adapt to down-
stream tasks by freezing domain-specific prompts and language model parameters during
training. In our approach, we feed the [CLS] representation of the language model into the
output layer to train the task-specific prompts for the political perspective detection task
following the work [15]. The sum of the lengths of the domain- and task-specific prompts
is less than the length of the prompts in the existing prompt tuning method (which we
show in Section 5).

4. Experimental Setup
4.1. Unlabeled News Corpus

First, we train the domain-specific prompts on the collected unlabeled news corpus
using the MP3 objective. We collect 69,161 unlabeled news articles from the politics sections
of various news media, such as the New York Times (https://www.nytimes.com/section/
politics , accessed on 16 February 2021), Washington Post (https://www.washingtonpost.
com/politics, accessed on 16 February 2021), Daily Caller (https://dailycaller.com/section/
politics/, accessed on 16 February 2021), and The Hill (https://thehill.com/ , accessed
on 16 February 2021). In addition, we use news titles and content without labels from
a publicly available dataset, SemEval 2019 Task 4—Hyperpartisan News Detection [7].
As previously mentioned, we exclude 645 articles with gold labels used in our evaluation.
All the news articles were written in English. They comprise a total of 2.45 GB of plain text.

4.2. Downstream Task Datasets

We conduct experiments on two political perspective detection datasets, SemEval [7]
and AllSides [2], adopted as benchmarks in previous studies [2,23–25]. We follow the same
evaluation setting as in the work [24] for a fair comparison.

https://www.nytimes.com/section/politics
https://www.nytimes.com/section/politics
https://www.washingtonpost.com/politics
https://www.washingtonpost.com/politics
https://dailycaller.com/section/politics/
https://dailycaller.com/section/politics/
https://thehill.com/


Appl. Sci. 2023, 13, 6252 8 of 14

4.2.1. Semeval

This dataset is the official training dataset from SemEval 2019 Task 4: Hyperpartisan
News Detection [7]. The objective of this task is to determine if a news article employs
hyperpartisan argumentation or not. The dataset contains 645 articles that are labeled
manually with a binary label indicating whether they exhibit hyperpartisan behavior.
Currently, there is not a test set that is accessible. To compare our results with the top-
ranked system, we perform a 10-fold cross-validation on the training set with using the
same splits.

4.2.2. Allsides

The AllSides dataset [2] consists of 10,385 news articles from two news aggregation
websites on different events, such as terrorism, taxes, the environment, and elections [2].
Websites utilize crowdsourced and editorial-reviewed approaches to indicate the bias
of each article. Each article has a political perspective label (e.g., left, center, or right).
The statistics for SemEval and AllSides shown in Table 1.

Table 1. Datasets Statistics.

Dataset # Samples # Class Class Distribution

SemEval 645 2 407/238
AllSides 10,385 3 4164/3931/2290

4.3. Baselines

In this section, we compare our model with the following baselines.

4.3.1. Fine-Tuning Methods

• BERT [9] and RoBERTa [10] are large pre-trained language models. They achieve no-
table results in various NLP tasks by learning language representations using masked
language modeling. We use the “large” setting of these models in the experiment.

• MAN [24] utilizes pre-training tasks that integrate social and linguistic information
and conducts fine-tuning for political perspective detection.

4.3.2. Prompt-Based Learning Methods

• Lester’s prompt tuning [26] uses trainable continuous prompts as an alternative to text
prompts. Independent continuous prompts are trained directly for each target task.
The backbone of this model is the RoBERTa (large) model used in our experiments.

• P-tuning v2 [15] is the deep prompt tuning method this study adopts. Continuous
prompts are applied to each layer of the pre-trained model. The backbone of this
model is the RoBERTa (large) model used in our experiments.

• MP-tuning is our proposed multi-stage prompt tuning framework, which uses the
RoBERTa (large) model as a backbone.

4.4. Implementation Details

We adopt the RoBERTa large-sized model [10] as a pre-trained language model for
prompt tuning and steer it by prepending 30 domain-specific and 40 task-specific prompts
(we show the effect of prompt length in Section 5). In addition, we leverage a reparame-
terization encoder (two-layer and 512 hidden-sized MLP models) to transform trainable
embeddings following the previous studies [5,15]. In the MP3 task, we tune only the repa-
rameterization encoder parameters for the domain-specific prompts. We set the learning
rate to 10−5, the batch size to 16, and the maximum number of training steps to 10,000 for
the MP3 task. All the above-mentioned hyperparameters for MP3 are empirically deter-
mined. We then freeze the encoder for domain-specific prompts and tune the encoder for
task-specific prompts, which are only used for downstream tasks. We empirically choose the
best batch size, number of epochs, and learning rate among {8, 16, 32, 64}, {50, 100, 200},
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and {10−5, 2 × 10−5, 5 × 10−5, 10−4}, respectively, based on the development sets of
each task.

We use the AdamW optimizer [27] with β1 = 0.9, β2 = 0.999, an L2 weight decay
of 0.01, a learning rate warmup of up to 10% of the maximum training steps, and linear
decay of the learning rate. We implement the proposed models using PyTorch [28] and
HuggingFace’s transformers [29] library. We train the models on a single machine equipped
with two Intel Xeon 10-Core processors, 512 GB of RAM, and four NVIDIA TESLA V100
with 32 GB of RAM.

4.5. Evaluation Results

Table 2 shows the performance of our model and the baselines in full data settings.
We run five random restarts and report the median accuracy (Acc) and macro-F1 (MaF)
scores. As shown in Table 2, MP-tuning outperforms the baselines in terms of the accuracy
and macro-F1 score for both datasets. Specifically, MP-tuning achieves 8.0% and 7.0%
increases in terms of accuracy and macro-F1, respectively, compared to MAN, the best-
performing fine-tuning method on the SemEval dataset. We observe that MP-tuning
outperforms MAN in the AllSides dataset as well. Furthermore, MP-tuning outperforms
the state-of-the-art prompting method P-tuning v2 in terms of accuracy and macro-F1 score
by 1.6% and 2.1%, respectively, on the SemEval dataset and by 2.5% and 4.1%, respectively,
on the AllSides dataset.

Table 2. Political perspective detection performance on the SemEval and AllSides dataset. The re-
sults marked with ∗ are from our implementations, whereas results marked with † are reported in
each reference.

Setting Model
SemEval AllSides

Acc MaF Acc MaF

Fine-tuning
BERT ∗ 86.92 80.71 80.80 79.71
RoBERTa ∗ 87.08 81.34 81.80 80.51
MAN † 84.66 83.09 81.41 80.44

Prompting
Lester’s prompt tuning ∗ 82.72 81.35 76.42 74.38
P-tuning v2 ∗ 90.06 87.12 81.18 79.27
MP-tuning (Ours) 91.47 88.92 83.21 82.54

We also investigate the effects of MP-tuning in low-resource settings. We compare MP-
tuning with fine-tuning (i.e., original RoBERTa) and the original P-tuning v2. We conduct
experiments several times using random sampling on the AllSides and SemEval datasets
and report the median F1 score. We systematically evaluate the effect of the number
of examples on our models’ performance for both datasets, from using 32 examples for
training to using 512 examples. As shown in Figure 3, MP-tuning outperforms fine-
tuning and P-tuning v2 for each setting. In particular, MP-tuning shows a significant
performance improvement compared with fine-tuning, even in significantly low-resource
settings (32, 64, 128), whereas P-tuning v2 shows lower performance than fine-tuning.
These results demonstrate that our domain-specific prompt tuning on MP3 task alleviates
the distribution shift problem of prompt tuning by learning political domain knowledge
and adapting a frozen language model. In particular, the outstanding performance of
MP-tuning in low-resource settings is advantageous in real-world applications where it is
difficult to obtain training data for political perspective detection in news media.
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(a) AllSides (b) SemEval

Figure 3. k-shot results on both datasets.

4.6. Ablation Study

We conduct ablation studies for the MP3 task and the domain-specific prompt tuning
to understand each component’s contribution to our framework. The detailed results are
presented in Table 3. An ablation study is conducted using the large-sized RoBERTa model
on the AllSides and SemEval datasets. We report the median accuracy and macro-F1 score.

Table 3. Ablation results over components of our models. Here, “MP3” represents political phrase
prediction tasks, and “DP” represents domain-specific prompts.

Method
SemEval AllSides

Acc MaF Acc MaF

MP-tuning (Ours) 91.47 88.92 83.21 82.54
w/o MP3 91.10 87.72 82.90 81.84
w/o DP 90.81 87.09 81.52 79.97
w/o MP3, DP 90.06 87.12 81.18 79.27

First, the effects of the MP3 task are explored. As shown in Table 3, we can observe
that removing the MP3 task (i.e., only MLM without political phrase masking) degrades the
performance of MP-tuning on both datasets regarding the accuracy and macro-F1 scores.
These results indicate that tuning pre-trained language models with the MP3 task improves
the adaptation ability of language models in the political domain. Furthermore, to examine
the impact of domain-specific prompts, we compare the results of MP-tuning with those
of the model without domain-specific prompts (i.e., task-specific prompts play the role
of both task- and domain-specific prompts). As shown in Table 3, MP-tuning without
domain-specific prompts exhibits significant performance drops in both tasks. We suspect
that even if the prompts learned political knowledge with MP3, learned knowledge would
be forgotten during several epochs of training in downstream tasks.

5. Analysis
5.1. Analysis on Domain-Specific Prompt

We analyze the effect of the domain-specific prompt length on downstream task
performance. We train the prompts for the RoBERTa model by varying the prompt length
in {0, 5, 10, 20, 30, 40, 50, 60} without changing the other settings. In this analysis, we set
60 task-specific prompts. We randomly sample 512 training examples from the AllSides
dataset and report the best score. As shown in Figure 4a, MP-tuning exhibits the best
performance when the length of the domain-specific prompt is 30. MP-tuning exhibits the
worst performance at a domain-specific prompt length of 20. These results indicate that
domain knowledge from the domain-specific prompt affects performance more than the
missing information caused by the length limitation when the domain-specific prompt is
beyond 20 tokens.



Appl. Sci. 2023, 13, 6252 11 of 14

(a) Domain-Specific Prompts (b) Task-Specific Prompts

Figure 4. Analysis for the length of both prompts on Allsides datasets.

5.2. Analysis on Task-Specific Prompt

Because we use additional continuous prompts for specific tasks while freezing the
domain-specific prompts, we analyze the effect of task-specific prompt length on down-
stream task performance. In this analysis, we use 30 tokens for the domain-specific prompt,
and the other settings follow those in Section 5.1. As shown in Figure 4b, MP-tuning ex-
hibits the best performance when 40 tokens are used for the task-specific prompt, whereas
P-tuning v2 exhibits the best performance when 60 tokens are used. In particular, MP-
tuning outperforms P-tuning v2 when 20 tokens are used as task-specific prompts. These
results indicate that our proposed method still performs better when using the same
number of prompts.

6. Related Work
6.1. Political Perspective Detection

In [30], the problem of automatically identifying the perspective from which a doc-
ument is written was first addressed. The authors developed a statistical framework to
learn the reflection of perspectives in word usage. In [1], they proposed an ideological
perspective detection method using word sense disambiguation and latent semantic fea-
tures. They considered ideologically charged texts, such as political documents or political
debates. Recently, few studies have examined political perspective detection in news media.
In [2], a graph convolutional network was utilized to contextualize social information
(i.e., capturing the dissemination of this information in social networks). However, these
approaches are applicable only to news articles shared on social networks. In [31], the
authors developed a pre-trained language model-based multi-task learning framework to
predict the political perspective of news articles, as well as the party affiliation of politicians
and the framing of policy issues. They utilized metaphor and emotion detection as auxiliary
tasks to enhance political discourse models. In [24], the authors proposed a framework
that pre-trains the model by utilizing various signals from the social and linguistic context,
such as entity mentions, news sharing (i.e., social information), and frame indicators. They
achieved state-of-the-art performance in political perspective detection. Similarly, we also
utilize post-training to enhance the political knowledge of the pre-trained language models.
However, unlike the previous approaches, which require social or emotional information,
we use only text information from news articles for post-training.

6.2. Prompt-Based Learning

Prompt-based learning prepends natural language prompts or a few trainable parame-
ters to inputs to steer pre-trained language models while keeping these models’ parameters
frozen. Discrete prompting allows notable performance for pre-trained language models
and is effective over fine-tuning in few-shot learning for various tasks. In [3], the au-
thors proposed in-context learning where pre-trained language models are conditioned on
input–output examples to perform tasks without optimizing parameters. Various studies
have been conducted to improve text prompts using novel techniques, such as prompt
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mining [32], gradient-based prompt search [12], and automatic prompt generation [13].
However, these hard prompts are sub-optimal, and the prompting performance is suscepti-
ble to the examples or templates used.

Recently, studies on prompt tuning, prepending a few trainable soft prompts to
the input, have been actively conducted instead of hard prompts. For example, in [5],
the authors tuned prefix activation, prepended to each transformer layer, and achieved
promising results on various natural language generation tasks. In another line of work [26],
they prepended a few tokens to the input and showed remarkable performance in NLU
tasks. Subsequently, P-tuning [15] optimized the prompt tuning to be universally effective
across diverse model scales and NLU tasks. SPoT [33] proposed prompt transfer learning,
which trains prompts on various source tasks and continuously trains them on target tasks.
However, we still observe that even the state-of-the-art prompt-based learning method
performs inadequate tuning in a low-resource environment in political domains. In this
work, we adapt the model to the political domain through a multi-stage prompt tuning
framework without fine-tuning the language model. In particular, unlike previous prompt-
based learning approaches, we have utilized prompts not only for downstream tasks but
also for domain adaptation.

7. Conclusions

In this paper, we have proposed a novel multi-stage prompt tuning framework for
political perspective detection in news media. In particular, we tune domain-specific
prompts using a frozen pre-trained language model that learns the MP3 task. We have
verified the political perspective detection performance of our methodology using real-
world datasets. Our experimental results confirm that our methodology significantly
outperforms the strong baseline methods in few-shot and full data settings. In addition,
the domain- and task-specific prompts have 2.79% trainable parameters compared to the
overall parameters of the language model. This result means that our proposed framework
significantly reduces training time, memory cost, and storage cost for domain adaptation,
which is useful in real-world applications that require domain-specific language models.
We plan to apply our framework to other specific domains such as medicine and finance.
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