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Abstract: Emotion recognition based on electroencephalogram signals (EEG) has been analyzed
extensively in different applications, most of them using medical-grade equipment in laboratories.
The trend in human-centered artificial intelligence applications is toward using portable sensors with
reduced size and improved portability that can be taken to real life scenarios, which requires systems
that efficiently analyze information in real time. Currently, there is no specific set of features or specific
number of electrodes defined to classify specific emotions using EEG signals, and performance may
be improved with the combination of all available features but could result in high dimensionality
and even worse performance; to solve the problem of high dimensionality, this paper proposes
the use of genetic algorithms (GA) to automatically search the optimal subset of EEG data for
emotion classification. Publicly available EEG data with 2548 features describing the waves related to
different emotional states are analyzed, and then reduced to 49 features with genetic algorithms. The
results show that only 49 features out of the 2548 can be sufficient to create machine learning (ML)
classification models with, using algorithms such as k-nearest neighbor (KNN), random forests (RF)
and artificial neural networks (ANN), obtaining results with 90.06%, 93.62% and 95.87% accuracy,
respectively, which are higher than the 87.16% and 89.38% accuracy of previous works.

Keywords: emotion recognition; electroencephalogram; affective computing; genetic algorithms; RF;
KNN; ANN

1. Introduction

In recent years, research in emotion detection has become increasingly important. The
development of user-centric artificial intelligence-based technologies has been one of the
main reasons for the growth in different application areas such as healthcare, education,
entertainment, robotics, marketing, security, and surveillance. Physical expressions such
as facial gestures, speech or postures have been used to identify human emotions [1–6],
but in some cases, this can be ineffective because people may purposely or unconsciously
mask their true feelings, which is why physiological signals can provide a more precise
and objective recognition of emotions [7]. For this reason, many of the approaches in
affective computing research have turned their attention to analysis through physiological
signals [8–15].

Emotion recognition and human-centered research efforts have provided improved
achievements thanks to the use of machine learning and deep learning algorithms [16,17];
these have evolved rapidly in recent decades and an important aspect to consider is the
selection of features used to create prediction or classification models.

Genetic algorithms are optimization algorithms based on natural selection. These
algorithms are executed through an iterative process of selection, crossing and mutation
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of chromosomes from an initial population; during this process, only the best-adapted
chromosomes survive [18]. GAs have proven to be very efficient in terms of parameter
optimization and dimensionality reduction [19–21]. In a study of emotion recognition
through pulse signals and the SVM classifier, the authors evaluated the effect of using
genetic algorithms for feature selection and compared the recognition rate without a selector
and with a GA as the feature selector. The recognition rate increased from 52.5% to 90%
when using genetic algorithms [22].

In addition, an advantage of GAs over deep network training algorithms in back-
propagation is that GAs do not suffer from an evanescent gradient, as they do not use
gradients for optimization. Instead, they use search techniques based on natural selection
and reproduction to find optimal solutions to complex problems [23]. Algorithms that have
proven to be very effective in solving classification problems are random forest, KNN and
ANN, which are described in more detail in Section 2. Electroencephalogram (EEG) signals
are types of physiological signals that are very sensitive to changes in emotional states. The
electroencephalogram registers the potential differences of neurons when they are active,
recording the electrical information from the activity of the autonomic nervous system
and central nervous system [15]. One of the disadvantages of emotion analysis based on
electroencephalogram signals is the fact that it involves the use of many electrodes attached
to the head of the analyzed subjects, as well as a large amount of data to be analyzed.
For this reason, the trend in the development of sensors for emotion recognition has been
leaning towards reducing size and improving portability in order to be useful for real-life
scenarios, such as wearable wireless sensors [24]. An important aspect to consider for the
development of this type of sensors and systems is a reduction in the dimensionality of the
data to be processed.

Previous work on EEG feature extraction has shown that there are many useful
temporal and statistical features, which have proven to be effective for the recognition of
different emotions. In their study, Bird J. et al. [25] explored five different feature selection
methods and seven classification models, comparing their predictive ability and the number
of features used. For each test, 10-fold cross validation was used to train the model. For
feature selection, the best result was obtained with the OneR algorithm with 44 features
selected from a set of 2100, which were used with classification models such as Naïve
Bayes, Bayesian networks, random tree, support vector machine, multilayer perceptron and
random forest, the last one being the most accurate with a prediction accuracy of 87.16%.

In a following study, Bird J. et al. [26] compared single and ensemble methods for clas-
sifying emotions from an EEG brainwave database, and they also compare feature selection
methods such as OneR, Bayes network, information gain, and symmetrical uncertainty.
From 2548 characteristics, 63 were chosen with the information gain method and their
higher results of classification were found with the random forest ensemble classifier with
an overall accuracy of 97.89%. The best single classifier was a deep neural network with an
accuracy of 94.89%. Ten-fold cross validation was used for training the models.

In their study, Jodie Ashford and collaborators [27] classified EEG signals with an
approach based on the representation of the statistical features from the signals as images.
In their work, they reduce a large set of features containing 2479 features to a set only
containing 256 using the algorithm of information gain measure; then, they used the
resulting features to reshape them and express them as grayscale images which were then
used in a deep convolutional neural network to train the data and classify the mental state
of the subject with an accuracy of 89.38%. For the validation of this study, the data were
split in a 70/30 ratio for training and testing, respectively.

Moreover, Liu Z. et al. [28] proposed a special feature extraction methodology using
the empirical mode decomposition (EMD) domain mixed with sequence backward selection
(SBS) in order to remove the reductant features. Additionally they compared different
temporal windows’ lengths and the kinds of rhythms of EEG signals, the one with a length
of 1 s being the one achieving the highest recognition accuracy of 86.46% in valence and
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84.90% in arousal. In this work, the dataset samples were split into an 80/20 test and
training ratio.

On the other hand, Xu H. and collaborators [29], using their approach, studied the
effects of selecting different channels and frequency bands of EEG signals on the precision
of emotion recognition. Initially, they used the discrete wavelet transform method to
separate the signals into bands such as gamma, beta, alpha, and theta; then, the entropy
and energy were extracted from each band as the class features. Afterwards, they evaluated
channel combinations and compared them using three methods, the first one based on
experience, the second based on the indirect minimal redundancy maximal relevance
(mRMR-FS) algorithm, and the third one based on the direct channel selection method
mRMR-CS algorithm, using each channel as a whole. In their results, of the three methods
used, mRMR-CS had the best ability to reduce channels, reaching an accuracy of 79.46%
and reducing the number of channels from 32 to 22.

This study proposes the use of intelligent algorithms to perform temporal and sta-
tistical feature selection from EEG brain waves related to different emotional states, with
the use of genetic algorithms (GA) and KNN, RF and ANN machine learning models to
classify three emotional states with improved accuracy. Section 2 discusses the materials
and methods used in this research work. Section 3 provides the results. Section 4 shows
the discussion, and Section 5 reports the conclusions.

The main contributions of this study are outlined below.
The proposed model enabled the dimensionality of the data to be reduced by 98.08%.

Compared to similar studies, this dimensionality reduction is superior to others, and could
improve the feasibility of developing specific-purpose devices for real-time applications in
feature jobs.

The 49 optimal features to which the proposed model reduced the initial total of
2548 features were used to create machine learning (ML) classification models with al-
gorithms such as k-nearest neighbor (KNN), random forests (RF) and artificial neural
networks (ANN), obtaining results with 90.06%, 93.62% and 95.87% accuracy, respectively,
which are higher than the 87.16% and 89.38% accuracy reported in previous works.

2. Materials and Methods

This section describes the methodology applied for data analysis using different
selection and classification algorithms, as well as giving a general description of the data
analyzed. Figure 1 illustrates the methodology applied, which consists of four main stages:
(1) data description, (2) feature selection, (3) implementation of ML models and then
(4) validation of the models. Details of the methodology are described below.
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Figure 1. Methodology.

2.1. Data Description

A publicly available EEG database describing the waves related to different emotional
states was used. Data from 1 male and 1 female were recorded during 3 min sessions
for positive, neutral, and negative states using a Muse EEG headset. Locations TP9, AF7,
AF8 and TP10 of the dry electrode were selected. Emotions were evoked using negative,
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positive, and neutral emotional movie clips. From the EEG brain waves, a static dataset
was created using a sliding window approach. The dataset included 2548 features and
2132 observations related to an emotional state [10,25]. It was not necessary to process or
remove any data.

2.2. Feature Selection

The database used to carry out this work included 2548 statistical and time-dependent
features to describe three mental states. All these features may have the potential to include
important information to describe part of the emotional state classification problem; how-
ever, this might be computationally costly. The genetic algorithm introduced by Goldberg
and Holland [30] is based on the natural selection mechanism. The algorithm’s objective
is to discover the best solution for chromosome survival, with a statistical optimization
approach. Genetic algorithms are based on natural behavior.

There are different types of GAs; some authors classify the variants into five main
categories: real- and binary-coded, multi-objective, parallel, chaotic and hybrid [18]. The
type of GA used in this study is a multi-objective statistical model-building approach with
a specific search strategy for variable selection. The general operation of the GA is based
on the random creation of a population called (Y) of n chromosomes; the fitness of each
chromosome in the population is evaluated, according to this evaluation two chromosomes,
C1 and C2 are selected, and a crossover operator with crossover probability (Cp) is applied
to those chromosomes C1 and C2 to produce an offspring, O. Then, a mutation operator
with mutation probability (Mp) is applied on the offspring O to generate O′. Finally, the
offspring O′ is placed in the new population. From here, the selection, crossover and
mutation operations are repeated iteratively until the new population is complete. Figure 2
represents the GA flow chart with the following listed steps:

• Step 1: creation of a random initial population of chromosomes, which in this case are
sets of 5 genes or features.

• Step 2: consisting in the evaluation of the capability of the chromosomes to predict the
different emotional states, with this creating a statistical model, the GA assigns a score
to each chromosome, and this score is proportional to the resulting accuracy of the
model. In this study, the nearest centroid classifier is used in the model.

• Step 3: if the score in the previous step is higher than that of the defined fitness goal,
the chromosome is selected; if it is not, the process continues.

• Step 4: the chromosomes best suited to the problem are replicated; the higher the score,
the bigger the offspring.

• Step 5: the crossover consists of a recombination of pairs of good chromosomes from
the genetic information of the replicated parents.

• Step 6: the mutations created in Step 5 are now included in the new population,
allowing new genes to be included in the chromosomes.

• Step 7: the process is repeated from Step 2 onwards until a solution is found; each
cycle from Step 4 to Step 6 is referred to as a generation.

In this study, an R package named GALGO is used [30,31].
Table 1 describes the parameters selected for the GALGO analysis. The classification

method selected was nearest centroid, which is a very simple and fast classifier capable of
classifying data without feature selection and is also computationally inexpensive.

Table 1. GALGO parameters.

Parameter Value

Classification method Nearcent
Chromosome size 5
Solutions 4000
Generations 200
Goal fitness 1
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2.3. ML Model Implementation

After the feature selection process, in order to avoid bias towards a specific algorithm,
three different classification algorithms were implemented to evaluate the efficiency of
the models; for this stage, random forest, KNN and ANN were used, and these models
are described below. The experiments in this study were carried out on a Dell G15 Ryzer
Edition machine with a Windows 11 operating system. The models and methodologies
were implemented in R, and the open source software was validated by the scientific
community. The libraries used for the ML models were “caret” and “neuralnet”.

2.3.1. Random Forest

Random forest is a complex machine learning algorithm that combines the results
of different decision trees in parallel, as shown in Figure 3, on different subsamples of
datasets using the majority or average voting for the final result to perform a classification
or regression problem [32].
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2.3.2. k-Nearest Neighbor

Many classification and regression problems are described with the k-nearest neighbor
algorithm, a supervised statistical algorithm which measures the similarity of the training
set and the test set; it defines the class of an object based on the level of similarity between
it and the training examples. The first step is to select a sample for training and the second
step is to define “k”, the number of neighbors; the higher the number of k, the higher
the accuracy. The algorithm utilizes the Euclidean distance formula in order to find the
k-nearest samples of the training data for each test data as shown in Equation (1). The
training samples that each class has are counted and compared with “k”, and then the class
of the test event is selected as the most popular class from the k training samples [33].

D(A, B) =
√

∑ =n
i=1 (ai − bi)

2 (1)

where A is the feature vector of a new sample, B is the feature vector of a single training
sample, n is the total number of features used for prediction, and a and b are the i-th
components of A and B, respectively.

2.3.3. Artificial Neural Networks

ANNs are a machine learning method used for classification or prediction that em-
ulates learning from prior information, such as that from neurons in the human brain.
A neural network is defined by the connections between the neurons, while the training
algorithm is used to determine the weights on the connections, and the activation function,
e.g., the logistic sigmoid function shown in Equation (2). Figure 4 shows the structure of an
ANN, with three essential parts: the input layers, hidden layers and output layer. The data
are received in the input layer and then used in the hidden layers to perform mathematical
calculations and recognize patterns. The result obtained from the calculation is the output
layer [34]

f (x) =
1

1 + e−x , (2)
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2.4. Model Validation

To evaluate the results of the algorithms, the database was split in a 75:25 ratio. The
models were trained with 75% of the data and the remaining 25% was used to test them.
The performance of the models in emotion recognition was evaluated using the following
statistical metrics: overall accuracy, confusion matrix, sensitivity, and specificity. From the
information provided by the confusion matrix shown in Table 2, sensitivity, specificity and
overall accuracy can be computed. Overall accuracy as shown in Equation (3) denotes the
proportion of correctly predicted classifications over the total number of instances; in some
cases, this could be a deceptive measure, and for this reason sensitivity and specificity are
computed. Sensitivity describes the capability of an algorithm to predict a positive class
when the actual one is positive, and specificity describes the capability of an algorithm to
not predict a positive class when the actual one is not positive [35].

Overall Accuracy = TP + TN/(TP + TN + FP + FN) (3)

Sensitivity = TP/(TP + FN) (4)

Specificity = TN/(TN + FP) (5)

Table 2. Confusion matrix.

Actually Positive Actually Negative

Predicted Positive True positives (TP) False positives (FP)
Predicted Negative False negatives (FN) True negatives (TN)

3. Results

With the results of the GA analysis in the R software (Version 3.6.3), Figure 5 shows
the fitness scores over generations; the ordinate axis indicates the fitness score, and the
abscissa axis represents the generations. This graph represents the chromosomes’ capacity
to accurately detect each emotional state, with the blue line indicating all models’ mean
fitness. As can be deduced from Figure 5, after 150 generations, there was no appreciable
change in the fitness score, demonstrating that the previously established value of 200
was congruent.
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Figure 6. Gene rank stability. Graph shows the genes in order of importance from left to right
according to the frequency of occurrence in the solutions, but also in order of stability, which is
defined by the amount of rank changes they suffered through the evaluation of all solutions. This
rank change is represented in the graph by colors; if the genes had many rank changes, the graph
shows a mixture of colors. Specifically, the darker tones such as black and red tones represent the
most stable genes, which stabilized over a few hundred solutions, while the genes indicated by light
tones such as gray and yellow tones required thousands of solutions to stabilize.

After ranking the most significant features, the forward selection method outputs
49 features, as shown in Figure 7. The ordinate axis indicates the accuracy in terms of
classification, and the abscissa axis presents the features in order of importance, while the
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black line is the best-performing model which in this case is model number 23 with an
accuracy of 0.9019. With regard to this, it could be said that the 49 features listed in Table 3
include important information from the EEG signal with which to classify the emotional
states, and this represent a 98% reduction in the total number of features. Figure 8 shows
the data distribution related to each emotional state from the 49 selected features.
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Table 3. Resulting features.

Model 23′s Features

“mean_0_b”, “mean_0_a”, “stddev_2_a”, “stddev_2_b”, “min_q_7_b”,
“mean_3_b”, “min_q_7_a”, “min_q_17_a”, “mean_3_a”, “min_q_17_b”,

“logm_8_a”, “logm_8_b”, “min_2_a”, “min_q_12_a”, “min_q_2_a”,
“min_q_2_b”, “min_2_b”, “mean_d_5_a”, “min_q_12_b”, “mean_d_5_b”,
“mean_d_15_a”, “logm_9_a”, “mean_2_b”, “mean_d_15_b”, “max_1_a”,

“logm_9_b”, “mean_d_10_b”, “mean_d_17_b”, “mean_d_8_a”, “mean_d_0_b2”,
“mean_d_7_a”, “mean_2_a”, “max_1_b”, “mean_d_8_b”, “mean_d_2_b2”,

“mean_d_2_a2”, “mean_d_10_a”, “mean_d_18_a”, “mean_d_12_b”, “mean_d_17_a”,
“min_q_5_b”, “min_q_15_a”, “mean_d_7_b”, “mean_d_12_a”, “mean_d_18_b”,

“min_q_15_b”, “max_q_16_a”, “max_q_6_b”, “max_q_1_b”.
GA-selected features listed in order of importance according to their rank from Figure 6.
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With the 49 features selected within the best-accuracy model during the genetic
algorithm’s implementation, the performance of three machine learning methods was
assessed for the prediction of the negative, neutral, and positive emotional states in the test
proportion of the data. The algorithms used are; KNN, RF and ANN. Table 4 show the
Overall accuracy of the three models. The results have shown a higher overall accuracy of
ANN model over KNN and RF. For more detailed information the Confusion Matrixes are
presented in Table 5. KNN, RF and ANN Model’s confusion matrix for the test data.

Table 4. ML model’s overall accuracy for the test data.

KNN RF ANN

Overall Accuracy 90.43% 93.43% 95.87%

Table 5. KNN, RF and ANN model’s confusion matrix for the test data.

KNN Reference RF Reference ANN Reference

Neg. Neu. Pos. Neg. Neu. Pos. Neg. Neu. Pos.

Pr
ed

ic
ti

on Neg. 160 10 1

Pr
ed

ic
ti

on Neg. 170 8 0

Pr
ed

ic
ti

on Neg. 166 5 6

Neu. 0 184 1 Neu. 0 170 0 Neu. 0 177 2

Pos. 22 17 138 Pos. 1 26 150 Pos. 4 5 168

Table 5 shows the confusion matrixes for the three models. In the case of KNN, from
this visualization, it can be inferred that the best performance of the model is for classifying
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the positive class, since according to the reference positive column, only two instances
were wrongly predicted which correspond to just 1.4% of the total positive instances, and
this can be confirmed with the sensitivity result of 0.9857 shown in Table 6. In contrast, in
the negative and neutral classes, 22 and 27 predictions were wrong, which correspond to
12.08% and 12.7% of the total negative and neutral instances.

Table 6. KNN, RF and ANN model’s sensitivity and specificity for the test data.

Neg. Neu. Pos.

KNN Sensitivity 0.8791 0.8720 0.9857
RF Sensitivity 0.9942 0.8396 1.0000

ANN Sensitivity 0.9765 0.9465 0.9545

Neg. Neu. Pos.

KNN Specificity 0.9687 0.9969 0.9008
RF Specificity 0.9779 1.0000 0.9295

ANN Specificity 0.9697 0.9942 0.9748

In the same way, the confusion matrix of the Random Forest model shows its best
performance classifying the positive class with 0% of mistakes, and it shows a very good
performance classifying the negative class, since there was only 1 instance wrongly pre-
dicted which corresponds to only 0.58% of the total Negative classes. In contrast, the
neutral class has 34 predictions wrongly classified out of 204, which corresponds to the 16%
of the total Neutral classes. These results can be correlated with their corresponding values
of sensitivity and specificity shown in Table 6.

In the case of the ANN model, the overall accuracy of which was the highest, it can be
said that its best performance was for recognizing the negative emotional state, since there
were only four instances wrongly predicted. In the second place was its performance for the
positive class with eight instances being wrongly predicted. Finally, in the third place was
its performance for the neutral class with ten instances being wrongly predicted. In overall
terms, ANN had the best performance, and this can be correlated with the corresponding
values of sensitivity and specificity, where all results are over 0.9465 and close to 1, as
shown in Table 6.

4. Discussion

In this analysis, we developed a GA model based on the nearest center classification
method, in order to reduce the data dimensionality from a publicly available EEG signal
dataset to classify three emotional states. After reducing the data from 2548 features to only
49 features and reaching an accuracy of 90.19%, three ML classification algorithms (KNN,
RF and ANN) were evaluated to classify negative, neutral, and positive emotional states.
The results show that the 49 features selected by the GA from the total of 2548 features are
sufficient to create ML classification models with, obtaining results of 90.43% and 93.43%
and 95.87% for KNN, RF and ANN, respectively, the last one being the most accurate.
Table 7 shows a comparison of this study with previous studies of the same database using
different methodologies to improve feature selection and emotional state recognition via
EEG signals. Although our results present the second highest overall performance, as
shown in Table 7, our work uses 14 fewer features than the report [26] which has 2.02 points
higher overall performance. This means that in terms of dimensionality reduction our
method is still better.
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Table 7. Comparison of this study with previous similar studies.

Autor’s Overall Accuracy Observations

This Study 95.87% 49 out of 2548 features selected with genetic
algorithms and ANN ML model for classification.

Bird J. et al. [25] 87.16%

44 out of 2100 features were used with classification
models such as Bayesian networks, support vector
machine and random forest, the last one being the
most accurate.

Bird J. et al. [26] 97.89%
63 out of 2548 features selected via information gain
measurement. Classification method: random forest
ensemble classifier.

Ashford et al. [27] 89.38%

256 out of 2479 features selected based on
information gain measurement from gray-scale
image representation of statistical features.
Classification method: deep convolutional
neural network.

Furthermore, considering Figure 7 (models using the forward selection), it can be
observed that with only the first eight features, listed as mean_0_b, mean_0_a, stddev_2_a,
stddev_2_b, min_q_7_b, mean_3_b, min_q_7_a and min_q_17_a in the graph, very similar
performances close to 90% accuracy could be achieved with only 0.31% of the total 2548 fea-
tures contained in the database, which is the percentage represented by these eight features.
This is a much greater reduction in the dimensionality of data than that previously reported
in similar studies.

Moreover, in order compare our methodology with standard method for feature
selection in Python, called sequential feature selection (SFS) [36], an additional experiment
was performed. The SFS algorithm starts by selecting an initial set of features and evaluating
their predictive power. The algorithm then proceeds iteratively, evaluating the performance
of the model with an increasing number of features, adding or removing one feature
at a time, until the desired number of features is reached or no further improvement
in performance is observed. To compare our proposed feature selection methodology,
GALGO, to SFS, the same number of optimal features (49) were set as the parameter for the
SFS methodology, and the resulting SFS features were tested with the same ML models as
those used in our study. As shown in Table 8, all the overall accuracies of the ML models
analyzed with the selected features from the SFS model were below our accuracies, so it
can be said that the multi-objective genetic algorithms outperform SFS. For this test, the
Python library used was SciKit-Learn, version 0.24 [37].

Table 8. GA and SFS feature selection comparison.

GA Feature Selection KNN RF ANN

Overall Accuracy 90.43% 93.43% 95.87%

Sequential Feature Selection KNN RF ANN

Overall Accuracy 74.11% 92.68% 84.98%

5. Conclusions

In this work, a multi-objective GA statistical model with a specific search strategy for
variable selection was proposed and tested in a high-dimensional EEG signal database for
emotional classification.

The proposed model allowed a reduction in the dimensionality of the data of 98.08%.
This model, compared to that used in similar studies, outperforms the dimensionality
reduction sought, which could enhance the feasibility of developing specific-purpose
devices for real-time applications in future works.
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The proposed model reduced the 2548 features describing the waves related to different
emotional states, to only 49 optimal features, which were used to create machine learning
(ML) classification models with algorithms such as k-nearest neighbor (KNN), random
forests (RF) and artificial neural networks (ANN), obtaining results with 90.06%, 93.62%
and 95.87% accuracy, respectively, which are higher than the 87.16% and 89.38% accuracy
of previous works.

Furthermore, according to our forward selection analysis, it can be inferred that by
sacrificing a little accuracy without going below 90%, emotional states could be described
with only eight features or 0.31% of the total of 2548 features contained in the database
used, which was a reduction unlike any other published in similar studies.

Additionally, a comparison was made between the selection method used and the
widely validated method: sequential feature selection of the SciKit-Learn library (https:
//scikit-learn.org/stable/, accessed on 9 May 2023). From this comparison, it can be
observed that GALGO has better results. As shown in Table 8, the three algorithms
that used the features selected using GALGO obtained better results than the algorithms
that used the features selected with SFS did, so we can validate the feature selection
methodology proposed in this research and affirm that GALGO works very well and
obtains better models than the traditional ones do.

The proposed methodology generated a model with a promising approach for de-
tecting emotions in real time using only 49 features extracted from EEG signals. With the
increasing interest in affective computing and the need for non-invasive methods of emo-
tion recognition, this model could have significant applications in fields such as psychology,
neuroscience, and human–computer interactions. The potential for real-time emotion detec-
tion represents a significant step forward in our understanding of the complex relationship
between brain activity and emotions.

In future work, we plan to create our own databases in order to increase the number of
test subjects and validate the architecture with more support. Additionally, the research can
be further extended by focusing on identifying specific features and electrodes describing
each class of emotion to improve the feasibility of developing purpose-built devices for
real-time applications.
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