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Abstract

:

The advancement of the Internet of Things applications (technologies and enabling platforms), consisting of software and hardware (e.g., sensors, actuators, etc.), allows healthcare providers and users to analyze and measure physical environments at home or hospital. The measured physical environment parameters contribute to improving healthcare in real time. Researchers in this domain require existing representative datasets to develop machine-learning techniques to learn physical variables from the surrounding environments. The available environmental datasets are rare and need too much effort to be generated. To our knowledge, it has been noticed that no datasets are available for some countries, including Saudi Arabia. Therefore, this paper presents one of the first environmental data generated in Saudi Arabia’s environment. The advantage of this dataset is to encourage researchers to investigate the effectiveness of machine learning in such an environment. The collected data will also help utilize the machine learning and deep learning algorithms in smart home and health care applications based on the Saudi Arabia environment. Saudi Arabia has a special environment in each session, especially in the northern area where we work, where it is too hot in the summer and cold in the winter. Therefore, environmental data measurements in both sessions are important for the research community, especially those working in smart and healthcare environments. The dataset is generated based on the indoor environment from six sensors (timestamps, light, temperature, humidity, pressure, and altitude sensors). The room data were collected for 31 days in July 2022, acquiring 8910 records. The datasets include six columns of different data types that represent sensor values. During the experiment, the sensors captured the data every 5 min, storing them in a comma-separated value file. The data are already validated and publicly available at PLOMS Press and can be applied for training, testing, and validating machine learning algorithms. This is the first dataset developed by the authors for the research community for such an environment, and other datasets will follow it in different environments and places.
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1. Introduction


Recent advancements in information and communication technology and the Internet of Things (IoT) have increased the number of sensors used in smart cities. Collecting and analyzing enormous amounts of data from connected devices in homes and cities has emerged as a significant study area. At the same time, algorithms for machine learning have been deployed to learn and analyze data collected from various sensors to classify and predict trends in smart homes and cities. Several factors have contributed to the popularity of utilizing algorithms for machine learning in today’s society. Three primary aspects inspire the use of machine learning [1]: (a) computers have high performance and memory; (b) machine learning algorithms learn and train on behavioral patterns resembling the human brain; and (c) huge datasets available.



Therefore, collecting environmental datasets is essential for monitoring environmental conditions and gaining knowledge of the environment’s state in any country, including Saudi Arabia. Deserts, mountains, coastal regions, and marine environments are only a few of the ecosystems that may be found in Saudi Arabia. As a result, collecting data on the environment in Saudi Arabia is essential for various reasons. To begin, it might help identify environmental problems such as pollution, the degradation of habitats, conditions affecting healthcare, and the implications of climate change. Scientists and officials can comprehend the environment’s condition better and make informed decisions about how to handle environmental challenges if they acquire data on the quality of the air and water, changes in the environment, and the distribution of animals. Second, collecting data on the environment may assist in keeping track of the movement toward environmental objectives and targets. Researchers may improve their knowledge of the dynamics of ecosystems, their ability to anticipate changes in the environment, and their ability to recommend solutions to environmental issues by using environmental data. For instance, Saudi Arabia has vowed to drastically decrease its emissions of greenhouse gases by 2030 drastically and to significantly raise the percentage of its total energy supply that comes from renewable sources. Collecting energy use, emissions, and renewable energy generation data may help track progress toward these objectives and identify areas where extra action may be required. Last but not least, collecting environmental data may facilitate research and innovation in various sectors, such as healthcare, smart cities, ecosystem, climatology, and environmental engineering.



Collecting environmental data is a crucial component of environmental management and holds significant importance in Saudi Arabia, which is confronted with various environmental problems. The nation has been facing noteworthy air pollution challenges due to industrialization and urbanization, which have led to increased health and environmental concerns [2]. Furthermore, the nation depends mostly on wells in water supply [3]. Moreover, the climate varies from city to city. Temperatures may reach over 40 degrees in the summer season. At the same time, the temperature could reach below zero degrees in the northern cities. In response to the environmental challenges, Saudi Arabia has undertaken various environmental initiatives such as the Saudi Green Initiative and the Green Middle East Initiative. These initiatives are designed to mitigate greenhouse gas emissions, conserve natural resources, and enhance renewable energy production [4]. The efficacy of these endeavors is contingent upon the accurate and reliable collection of environmental data. Environmental data collection in Saudi Arabia is presently conducted by various governmental and non-governmental entities, such as the Ministry of Environment, Water, and Agriculture, the General Authority for Meteorology and Environmental Protection, and the Saudi Arabian Society for Environmental Sciences [5]. These entities gather ecological information on various parameters, including but not limited to the environment and water-based quality, soil and land use, and biodiversity.



Saudi Arabia has to deal with the problem of urbanization, as over 85% of its population resides in urban areas, as per the studies conducted by [6]. This is in addition to the environmental challenges that the country is dealing with. The nation is addressing the challenges of urbanization by creating intelligent cities, such as Neom and Riyadh, that strive to leverage technology and data to enhance the prosperity of citizens and promote sustainable development [7]. In addition, collecting environmental data is crucial in advancing smart city initiatives. Monitoring and mitigating urban heat island effects in cities can be facilitated by collecting air quality, temperature, and humidity data. According to [8], collecting energy usage and emissions data can optimize energy consumption and mitigate greenhouse gas emissions within smart urban areas. In addition, collecting environmental data is important for meeting healthcare needs in Saudi Arabia. Environmental factors such as air pollution, water contamination, and poor sanitation can substantially affect public health. Collecting environmental data can identify possible risk factors and provide valuable information for developing public health policies and interventions to mitigate these risks. An investigation was carried out to examine the effects of air pollution on public health in the city of Jeddah through the collection and analysis of relevant data [9]. The authors of [10] revealed that the prevalence of respiratory and cardiovascular diseases was linked to elevated levels of air pollutants in Jeddah. The above data was utilized to develop policies and interventions that focused on enhancing the air quality within the urban area. These measures included the mitigation of emissions from both transportation and industrial sources.



In light of the growing interest in smart homes and cities, researchers have attempted to incorporate different aspects of urban life into smart homes and cities through important technologies, including the IoT paradigm, wireless sensor networks, embedded systems, and other related technologies. Machine learning algorithms have various potential applications in smart home and city environments, including dealing with problems related to healthcare, power consumption, and automation. To effectively apply machine learning algorithms for various applications, it is necessary to have a dataset representative of the problem domain for training and testing purposes. The dataset demonstrates the potential for evaluating and validating the proposed method’s accuracy. Although many real-world datasets are publicly accessible, some lack adequate physical factors such as temperature, humidity, pressure, and altitude. It reads data from sensors that can be noisy, has poor network conditions, and is subject to several unknown variables, such as missing data and faulty sensors. Consequently, it is prone to errors that affect the accuracy of the data.



As seen from the previous discussion, there are some efforts either from the authorities or researchers in environmental data collection in Saudi Arabia. However, the focus was on the outdoor environment. There is a lack of indoor environment data collection; to our knowledge, no dataset is already available for researchers. Therefore, this paper is an essential effort toward the indoor dataset availability in the Saudi Arabia environment, especially in the northern area. The dataset was generated using the Arduino integrated development environment (IDE), an open-source electronics platform that uses hardware and software. It includes several sensors on a board that can generate data using light, temperature, humidity, and other sensors. The dataset was generated from real sensors to measure physical variables in a home for one month. The dataset contains five features representing temperature, humidity, pressure, light, and altitude. It records measurements of physical variables in real time.



To summarize, this paper makes several significant contributions to the field of environmental data collection, specifically within the context of indoor environments in Saudi Arabia:




	
Environmental dataset: This manuscript presents significant contributions to the domain of environmental data collection, particularly in the realm of indoor environments in Saudi Arabia. The dataset is publicly available at PLOMS Press [11].



	
Addressing a Research Gap: The paper aims to fill a gap in the existing research and data collection efforts in Saudi Arabia, which have predominantly concentrated on outdoor settings. This manuscript introduces one of the nation’s initial datasets of indoor environments.



	
Regional Specificity: The dataset holds significant value for research endeavors that concentrate on the northern region of Saudi Arabia, owing to its distinct environmental features.



	
Use of Arduino IDE: The data was acquired through the use of the Arduino Integrated Development Environment (IDE), an open-source electronics platform that integrates both hardware and software. The implementation of this platform signifies a novel method for collecting indoor environmental data.



	
Wide Range of Variables: The dataset comprises measurements from various sensors that capture data on light, temperature, humidity, pressure, and altitude. The diverse range of data points can offer a comprehensive overview of the indoor environment.



	
Real-time Data Collection: Real-time data collection was conducted by generating a dataset from sensor readings taken over one month. The collected data provides a rich temporal perspective for analysis.



	
Practical Application: This dataset holds significant value for researchers investigating indoor environments, their effects on health and well-being, and the advancement of smart home technologies. It is suitable for training, testing, and validating machine learning algorithms within these domains.








The paper is structured as follows. Section 2 presents the related work in the literature. Section 3 clarifies the architecture and how to use the Arduino IDE and sensor devices to measure physical variables and generate datasets. Section 4 presents the methodology for acquiring the data from sensor devices to generate datasets. Section 5 describes the datasets.




2. Related Work


The collection and availability of environmental datasets are essential for making accurate choices regarding environmental management, sustainability, and public health. Research has indicated that open environmental datasets can substantially benefit research, policymakers, and decision-making processes [12]. Notwithstanding, challenges exist in enhancing the accessibility of environmental data sets, such as concerns regarding data quality, privacy, and ownership. Effective management of big data for environmental sustainability requires adopting data integration, standardization, and quality control strategies, as Hřebíček and Hejč [13] highlighted. Implementing environmentally sustainable practices heavily relies on data-driven decision-making, which involves systematically collecting, analyzing, and visualizing data to inform policies and interventions to foster environmental sustainability [14,15]. Understanding the availability and accessibility of environmental data is crucial for proficient environmental governance. Refs. [15,16] conducted a study on the availability of environmental data in the United States. The study revealed that despite the abundance of environmental data sources, limited access to data remains, with certain data remaining inaccessible to the public.



Furthermore, collecting indoor environmental parameters is crucial for maintaining a healthy and comfortable indoor environment. The indoor environmental parameters involve various factors such as temperature, humidity, air quality, lighting, and noise levels. The parameters above have the potential to influence indoor air quality, thereby leading to consequential negative health effects, especially for vulnerable populations such as children and elderly people. Collecting and monitoring indoor environmental parameters can aid in identifying potential sources of indoor air pollution and promote effective interventions to improve indoor air quality. Collecting indoor environmental parameters is crucial for optimizing energy efficiency and enhancing building performance. Through monitoring and controlling indoor environmental factors, facility managers and residents can enhance energy efficiency and reduce energy consumption. Modifying the temperature and lighting parameters per occupancy patterns can yield considerable conservation of energy benefits while maintaining optimal indoor comfort levels. In addition, collecting indoor environmental parameters is essential for implementing intelligent buildings and integrating the Internet of Things (IoT). Sensors and monitoring devices that rely on the Internet of Things (IoT) can gather runtime data on indoor environmental parameters and communicate this information to a central control system. Subsequently, the control system can examine the data and regulate the building systems correspondingly, aiming to enhance energy efficiency and improve indoor comfort. The implementation of this approach has the potential to mitigate energy expenses, optimize building functionality, and boost occupant satisfaction.



Many academic studies have highlighted the significance of collecting indoor environmental parameters. Figure 1 shows the number of publications related to indoor environments in a 10-year range. As can be seen from the figure, the number of publications increased drastically in 2021, where the smart cities trend has been a hot topic. However, we believe that due to the lack of datasets, the number of publications has been reduced. Table 1 also shows some of the research done in the environment based on the country and the collected parameters.



The collection of accurate indoor environmental parameters requires the utilization of suitable monitoring equipment and data analysis software. Sophisticated monitoring equipment, such as sensors and data loggers, can facilitate the collection of precise and up-to-date indoor environmental data. Using data analysis tools, such as statistical models and machine learning algorithms, can facilitate the identification of patterns and trends within the data. This, in turn, can enable the implementation of effective interventions aimed at improving indoor air quality.



The previous table illustrates that the studies were conducted in various cities and regions worldwide, emphasizing the importance of collecting indoor environmental parameters. These studies have shown that various factors, including outdoor air pollution, building materials, ventilation rates, and human activities, can influence indoor air quality. Through collecting and analyzing indoor environmental parameters, building managers and policymakers may develop successful strategies to enhance indoor air quality and preserve the well-being of building residents. An interesting dataset is generated by the authors of [32] that consists of timestamps, temperature, and humidity, including 4,164,267 records spanning over two months in Columbia, USA. A total of 12 sensors were installed within the laboratory to measure the temperature and humidity levels accurately. A dataset was produced to support Internet of Things (IoT) researchers. Machine learning algorithms were used to create and evaluate the models. Aside from the previous table, there is some related research related to Saudi Arabia’s environmental measures, such as [33,34]. Both papers proved the importance of country-specific environmental parameters in different fields.



Table 2 shows different environmental datasets that are available to the public. However, none of them are related to Saudi Arabia’s environment.



Furthermore, some other related research has been recently presented in the literature. Common approaches for time series forecasting include statistical methods, machine learning, and deep neural networks. Statistical methods use mathematical and probability analysis to model time series data based on past trends. Common time series forecasting techniques make up the autoregressive model, autoregressive moving average (ARMA) model, and differential autoregressive moving average (ARIMA) model. Zeng et al. [45], Wang et al. [46], and Chen [47] have investigated the integration of statistical models with backpropagation neural networks to enhance predictions for various applications, including wind power, cloud coverage, and power generation.



Machine learning techniques are better suited for nonlinear fitting problems because they adjust model parameters through internal iterations. Xiao [48] proposed a rough set backpropagation model for short-term load prediction, which mitigates the effect of noise on prediction accuracy. Multilayer perceptron (MLP) [49], support vector machine (SVM) [50], and hidden Markov models [51] are additional machine learning techniques used for time series forecasting. DNNs [52] also have facilitated the handling of intricate data. DNNs have exhibited exceptional performance in diverse applications, including fault detection, speech recognition, natural language processing (NLP), and disease diagnosis. RNNs have strong nonlinear fitting abilities due to their ability to establish connections in the hidden layers that consider the temporal aspects of the data. Traditional RNNs [53] encounter vanishing gradients, which hinder their ability to capture long-term dependencies. LSTMs and GRUs [54] have been introduced in recent years to address this limitation. LSTMs address gradient vanishing and long-term dependency issues in RNNs by using multiple gated structures.



The significant developments in statistical data-driven machine learning have revived notable interest in artificial intelligence. The success of AI can be due to two pervasive factors: the availability of extensive datasets and increasing computational power. Deep learning (DL) algorithms gained significant success in various industries and everyday life applications around 2010. Examples include Siri, Alexa, and DeepL. The recent resurgence of AI indicates the beginning of a second AI revolution. OpenAI’s ChatGPT [55] is a recent example of advanced natural language technology that demonstrates the outstanding potential of contemporary AI. The AI shows its capabilities while recognizing the absence of human senses.



The main objective of AI is to develop the theoretical basis for ML, which enables the creation of software that can learn independently from previous experiences without human involvement [56]. To achieve practical intelligence, specific steps must be taken. The process involves utilizing historical information, collecting knowledge, making generalizations, addressing issues related to high-dimensional data, and uncovering explanatory factors within the data. The objective of machine learning is to create algorithms that can learn from data, acquire knowledge, and improve their learning abilities over time in order to understand intelligence. The main challenge is recognizing relevant structural and temporal patterns, also known as “knowledge”, which are frequently hidden in complex spaces that have many dimensions, making them difficult for humans to access [57].



Nevertheless, there are known challenges in analyzing data within particular application domains. Data quality and relevant feature inclusion are essential. Previous research has shown that the optimal approach involves combining various low-level features with high-level contextual details [25]. However, the algorithms’ ability to reproduce results, interpret findings, and explain outcomes to domain experts limits the full potential of AI and ML.




3. Methodology


The popular open-source platform Arduino is used for creating and developing electrical products. A broad range of sensors is used for collecting data and generating datasets. Among the typical sensors used with Arduino are:




	
Temperature and Humidity Sensors: DHT11 and DHT22 are two common sensors used to monitor temperature and humidity in the environment. To provide precise measurements, these sensors make use of digital signals.



	
Light Sensors: For measuring the light level in the surrounding area, photodiodes and photoresistors may be used, such as the LDR (Light Dependent Resistor).








Using these sensors, we performed the following processes to create a dataset:




	
Select the sensors necessary for the project and attach them to the Arduino board in line with the wiring diagrams provided by the sensors.



	
Create an Arduino sketch and upload it to read data from the sensors. To simplify this process, utilize the built-in features or libraries unique to each sensor.



	
Collecting the sensor data regularly may transfer it to a computer or other storage device for long-term preservation, or you can temporarily store it in the Arduino’s memory.



	
Analyze and delete the information gathered. In this stage, outliers may be eliminated, noise may be filtered, or raw sensor results may be converted into useful units (for example, translating ADC values to temperature in Celsius).



	
To make analysis and visualization easier, arrange the cleaned data into an organized format, such as a CSV file or a relational database. Then, we can utilize this information for various things, including developing machine learning models, keeping an eye on trends, or generating predictions.








The next subsection describes the sensors used with the Arduino, followed by the generation of the dataset.



Data Acquisition


In this section, we describe the data acquisition process, which involves collecting and storing sensor data using the Arduino kit shown in Figure 2. The data acquisition system consists of multiple sensors connected to an Arduino board, which is responsible for reading sensor values and transmitting the data to a storage device or a computer for further analysis. The steps involved in the data acquisition process are as follows:



	
Sensor Selection and Integration:






We selected the appropriate sensors based on the project’s objectives to measure the required parameters. These sensors were built on the Arduino board. The dataset was collected from six sensors using the Arduino board. Arduino boards can control and manage home activities, such as reading input from temperature, humidity, and light sensors. This research used six sensors, measuring temperature, humidity, pressure, altitude, light, and timestamps. Arduino boards read the sensor data in real time with a timestamp column.



	2.

	
Arduino Programming:







We developed an Arduino program to read data from the connected sensors. The program used built-in functions and libraries specific to each sensor for accurate and efficient data collection. The Arduino code was written in C++, leveraging the Arduino IDE to compile and upload the code to the board.



	3.

	
Data Collection:







The Arduino board was programmed to collect sensor data at regular intervals. We chose an appropriate sampling rate to ensure sufficient data points were captured while avoiding excessive data storage requirements or potential sensor overloading. The data was temporarily stored in the Arduino’s memory before being transmitted to a computer or storage device.



	4.

	
Data Transmission:







To transmit the data from the Arduino board to a computer or storage device, we used one of the following methods:




	
Serial Communication: We utilized Arduino’s built-in serial communication capabilities to send data directly to a computer via USB. This method allowed real-time monitoring and data collection using a serial monitor or a custom software interface. We imported the library and used a serial monitor, which begins at 9600, which is the speed. The sensor reads the temperature in Celsius, and we set a delay of 5 min before accessing the sensor to integrate these sensors.



	
Wireless Communication: In cases where a wired connection was not feasible, we employed wireless communication modules such as Bluetooth, Wi-Fi, or LoRa to transmit data to a nearby computer or a cloud-based storage solution.













	5.

	
Data Storage and Organization:









Upon receiving the sensor data, we stored the information in a structured format, such as a CSV file. This allowed for easy access and analysis of the collected data. We also timestamped each data entry to provide a chronological context for the measurements.





4. Dataset Description


In this research, we generated a comprehensive dataset tailored for classification problems. The dataset comprises 31 individual files, each corresponding to a day in July 2022. To preserve the privacy of the data and people, several measures were taken while gathering data, which included anonymization of the data. There was no need to obtain informed consent from the participants since it was in one of the author’s homes and followed data minimization principles. These steps were taken to comply with General Data Protection Regulation (GDPR) [58] and local data protection laws [59].



To maintain consistency and ensure the relevance of the data, each file contains approximately 288 records, representing data collected over 24 h. The chosen sensors in the data acquisition system were programmed to capture data every 5 min. This sampling rate was determined through a thorough dataset analysis, revealing that most significant changes in the critical variables occur over extended periods. The 5 min intervals were sufficient for capturing relevant and meaningful data without overloading the system or generating excessive storage requirements. Once the data was collected, we combined all 31 files into a single, consolidated dataset containing 8910 records. This comprehensive dataset comprises six columns, each representing a different data type: time, integer, and decimal values. Including multiple data types allow for a more robust and versatile dataset that can be utilized across various classification problems.



Table 3 in the research paper presents a dataset sample, showcasing several records and their respective values across the six columns. This table offers a snapshot of the data’s structure and format, clearly representing the information collected during the research.



The following charts (Figure 3 and Figure 4) offer a comprehensive and detailed analysis of the changes in physical variables, specifically temperature and humidity, within an office room from the 1–31 July. Over this period, a distinct upward trend was observed in temperature, while humidity experienced a downward trend. Throughout the month, both temperature and humidity experienced fluctuations. At the beginning of the period, when the air conditioner was in operation, humidity levels were relatively low, leading to a decrease in temperature to approximately 29 °C. However, as time progressed, humidity levels gradually increased, reaching nearly 25% by the end of the month.



The standard range for temperature in the office room was between 29.3 °C and 40.2 °C, while relative humidity ranged from 10% to 25%. To ensure the accuracy and reliability of the data, the temperature and humidity sensors were calibrated with precision. The calibration process and its results are depicted in Figure 4, providing a clear understanding of the sensor’s performance and measurement capabilities. The data highlights the fluctuating nature of these physical variables and the impact of external factors such as air conditioning, providing valuable insights for further analysis and optimization of office environments.



The pressure variable averaged 89,448, and the altitude feature averaged 1039. The measurements were conducted in an office room, where the light is sometimes turned off, so the minimum degree of change in the sensor is zero. In contrast, the light sensor data collected during this research provided valuable insights into the illumination conditions within the monitored environment. The sensor used in this study could measure light intensity within a range of 0 to 820 lux. This range effectively captures various lighting conditions, from complete darkness to bright indoor lighting scenarios. Throughout data collection, the light sensor recorded illumination levels at regular intervals, enabling us to analyze fluctuations and trends in the lighting conditions. By examining these data points, we could identify periods of low and high illumination, which may correspond to different times of the day, occupancy patterns, or changes in the natural light entering the space. The light sensor data also allowed us to investigate potential correlations between illumination levels and other variables, such as temperature and humidity. For instance, we could examine whether increased light intensity leads to a rise in temperature or a change in humidity levels. This information can be crucial in understanding indoor environmental quality and implementing appropriate control strategies for lighting and HVAC systems.



Furthermore, the light sensor data can be used to assess the effectiveness of existing lighting systems and inform the design of new or improved systems. By analyzing the data, we can determine if the current lighting system provides adequate illumination throughout the space or if there are areas that experience excessive brightness or darkness. This information can be vital in optimizing lighting systems to reduce energy consumption and improve occupant comfort. In summary, the light sensor data collected within a range of 0 to 820 lux provided a comprehensive understanding of the illumination conditions in the monitored environment. This information is essential for assessing the performance of lighting systems, identifying correlations between lighting conditions and other environmental variables, and informing the design and optimization of energy-efficient and comfortable indoor spaces.



In this study, we also collected data from altitude and pressure sensors to understand the monitored area’s environmental conditions better. The altitude sensor data provided 1020 to 1040 m above sea level measurements, while the pressure sensor data ranged from 89,450 to 89,650 Pascals. Analyzing these data points enables us to draw correlations between altitude and atmospheric pressure changes, offering valuable insights into environmental dynamics. The altitude sensor utilized in our data acquisition system offered accurate elevation readings, capturing fluctuations in the monitored area’s altitude over the data collection period. The recorded altitude range of 1020 to 1040 m provides a comprehensive representation of the vertical shifts in the environment, which can be further analyzed for potential impacts on other variables or phenomena. Simultaneously, the pressure sensor measured atmospheric pressure with high precision, capturing values from 89,450 to 89,650 Pascals. Atmospheric pressure is a critical variable influencing various environmental aspects, such as weather patterns and air quality. By examining the pressure sensor data, we can gain insights into potential correlations between changes in atmospheric pressure and other environmental parameters, further enriching our dataset and analysis. The combined analysis of altitude and pressure sensor data offers a complete understanding of the environmental conditions in the monitored area. By identifying trends and relationships between altitude, atmospheric pressure, and other physical variables, we can develop a comprehensive picture of the environmental dynamics at play, enabling more informed decision-making and potentially uncovering new avenues for optimization and improvement.



Therefore, our data collection efforts encompassed altitude and pressure sensor data, providing a holistic view of the environmental conditions in the monitored area. By analyzing these data points and exploring the relationships between altitude, atmospheric pressure, and other environmental variables, we can glean valuable insights and improve our understanding of the complex interactions at play in the natural environment. The sensor data distribution offers valuable insights into the patterns and variations observed in the collected readings within the specified range. By analyzing this distribution, we can better understand the temperature dynamics within the monitored environment and assess the performance of the sensor data. To visualize the data distribution, we can use a histogram, which divides the data into bins representing intervals and plots the frequency of readings within each interval. This graphical representation provides a clear overview of the distribution’s shape, central tendency, and dispersion.



Upon examination of the sensors’ data distribution, several key observations can be made:




	
Central Tendency: By evaluating the mean, median, and mode of the dataset, we can determine the central tendency of the temperature readings. This provides insight into the typical or “average” temperature observed within the monitored environment.



	
Dispersion: Analyzing the data’s range, variance, and standard deviation allows us to understand the degree of dispersion in the temperature readings. A higher dispersion indicates a greater variation in the collected data, whereas a lower dispersion suggests more consistent temperature values.



	
Skewness and Kurtosis: Assessing the skewness and kurtosis of the distribution provides information on the data’s asymmetry and tail behavior, respectively. A positively skewed distribution indicates that the data is more concentrated toward the lower end of the temperature range, while a negatively skewed distribution suggests a higher concentration toward the upper end. Kurtosis measures the “tailedness” of the distribution, with high kurtosis indicating heavy tails and more extreme values, while low kurtosis signifies light tails and fewer extreme values.



	
Outliers: By identifying any potential outliers in the dataset, we can assess the presence of unusual or unexpected temperature readings. Outliers can be detected using various methods, such as the IQR or Z-score methods. It is essential to investigate the source of any identified outliers to determine if they represent genuine fluctuations or errors in the data collection process.










Outliers = data[(data < (Q1 − 1.5 ∗ IQR)) | (data > (Q3 + 1.5 ∗ IQR))]



(1)







To visualize and understand the sensor readings distribution, numerous statistics are calculated to understand its properties and characteristics better. Some common statistics are presented in the following subsections.



4.1. Measures of Central Tendency


The central tendency is measured through:




	
Mean: The arithmetic average of the data;



	
Median: The middle value that separates the data into two halves;



	
Mode: The value that appears most frequently in the data.








Table 4 represents the descriptive statistics (mean, median, and mode) for five different measures: light, temperature, humidity, pressure, and attitude.



Light: The average light intensity is about 265.87 units, but the median value is much lower, at 102 units, indicating that the light distribution is skewed to the right, with a few high-intensity readings pulling the mean upwards. The most frequent (mode) light reading is 0.0 units, which could indicate periods of darkness or the device is turned off or blocked.



Temperature: The mean and median values are quite close (36.96 and 37.1, respectively), suggesting that temperature distribution is approximately symmetrical. The mode, or the most frequently occurring value, is 36.6.



Humidity: The mean humidity is 11.78 units, slightly higher than the median of 11 units, implying a slight right skewness in the data. The mode, like the median, is 11.0 units.



Pressure: The mean and median pressure is nearly the same (89,448.6 and 89,455.0, respectively), suggesting a symmetrical distribution. The mode is 89,326.0, which may be a common baseline or ambient pressure reading.



Attitude: The mean attitude measure is 1039.16 units, slightly higher than the median of 1038.56 units, implying a slight right skewness in the distribution. The mode of 1050.45 suggests that this specific attitude value occurs more frequently than others.



In general, for all measures, the proximity of mean and median values suggests that, except for light, the distributions are approximately symmetric with no significant outliers. However, it would be beneficial to visualize this data using plots (like histograms or box plots) to understand the distribution better and identify any potential outliers or trends.




4.2. Measures of Dispersion


The followings are dispersion measures and their definitions.



	
Range: The difference between the maximum and minimum values;



	
Variance: The average of the squared differences from the mean;



	
Standard Deviation: The square root of the variance, representing the dispersion or spread of the data;



	
Interquartile Range (IQR): The range between the first quartile (25th percentile) and the third quartile (75th percentile).






Table 5 provides further insights into the variability and spread of each of the measures (light, temperature, humidity, pressure, and attitude) mentioned.



Light: The standard deviation is large (305.72), which implies significant variability in the light data. The large range (856) further underscores this variation. The variance is quite high, confirming the large spread in the data. The interquartile range (IQR), which measures the statistical spread between the 25th and 75th percentile, is 565, which is also considerable. The minimum is 0 (possibly indicating periods of darkness), while the maximum is 856.



Temperature: The standard deviation is 1.64, indicating a relatively small variation in temperature. The range (10.9) and IQR (1.9) also suggest that most temperature values are close to the mean. The minimum and maximum temperatures recorded are 29.3 and 40.2 degrees, respectively.



Humidity: The standard deviation (1.83) and variance (3.34) suggest moderate variability in humidity. The range (15) and IQR (1) indicate that most of the data points lie near the mean. The humidity values lie between 10 and 25 units.



Pressure: Pressure shows a significant variation, indicated by a standard deviation of 140.65 and a large range (900). The variance is also quite high. However, the IQR is 186.75, which suggests a moderate spread of values around the median. The minimum and maximum recorded pressure values are 88,982 and 89,882, respectively.



Attitude: The standard deviation (12.95) indicates a moderate spread in attitude. The range (82.62) and IQR (17.22) confirm this spread. The minimum and maximum recorded attitude values are 999.59 and 1082.21, respectively.



In summary, light and pressure appear to have the highest variability. Temperature shows the least variability, with most values clustering around the mean. It would be useful to pair these insights with the previous set of descriptive statistics to have a more comprehensive understanding of each measure’s distribution.




4.3. Measures of Shape


Skewness is defined as a measure of the symmetry or asymmetry of the distribution of the data, while Kurtosis means a measure of the “tailedness” of the distribution, indicating whether the data has heavy or light tails compared to a normal distribution.



Table 6 provides two statistical measures—skewness and kurtosis—for five different parameters.



Light: The skewness value of 0.641 indicates a moderate positive (right) skewness, meaning that the light distribution has a longer tail on the right. This suggests that there are periods with unusually high light intensities. The negative kurtosis of −1.27 indicates a distribution flatter (“platykurtic”) than the normal distribution. This suggests that light intensities are quite diverse and not clustered around the mean.



Temperature: The negative skewness of −1.22 suggests a left-skewed distribution, meaning lower temperatures deviate from the average more than the higher ones. The kurtosis value of 2.98 indicates a distribution with heavier tails and a sharper peak (“leptokurtic”) than the normal distribution. This suggests that there are more extreme temperature values (both high and low) than what would be expected in a normal distribution.



Humidity: With a very high skewness value of 3.67, the humidity distribution is highly skewed to the right. This implies that there are periods with extraordinarily high humidity. A very high positive kurtosis value of 16.74 indicates that the distribution has heavy tails and a sharp peak, suggesting that extreme humidity values are more frequent than typical in a normal distribution.



Pressure: The negative skewness value of −0.14 suggests a slight left skew, though this value is relatively small, indicating the distribution is approximately symmetric. A positive kurtosis value of 0.19 suggests that the pressure distribution is slightly more peaked with heavier tails than the normal distribution.



Attitude: A positive skewness of 0.14 indicates a slight right skewness, though this value is quite small, implying a nearly symmetric distribution. The kurtosis value of 0.19 indicates a slightly leptokurtic distribution, suggesting a sharper peak and heavier tails than the normal distribution.



These values are indicative of the nature of data distribution. However, it would still be beneficial to visualize these distributions, for example, by using histograms or density plots. This would provide a clearer picture of the data distribution in each measure.




4.4. Measures of Association


The association is measured using correlation and covariance. The correlation is a measure of the linear relationship between two variables. The covariance measures how two variables change together, indicating the direction of the relationship between them.



The data in Table 7 and Figure 5 represents the correlation matrix for the five measures you previously discussed: light, temperature, humidity, pressure, and attitude. Correlation values range from −1 to 1, where −1 indicates a perfect negative correlation, 1 indicates a perfect positive correlation, and 0 indicates no correlation. Here are the interpretations for each pair:



Light and Temperature: There’s a negative correlation of −0.282322, suggesting that as light levels increase, the temperature tends to decrease, and vice versa, although the relationship is not strong.



Light and Humidity: The correlation is positive (0.187878) but weak, implying that light and humidity levels increase together to some extent.



Light and Pressure: The correlation is weak and negative (−0.051294), suggesting a minimal tendency for light and pressure to move in opposite directions.



Light and Attitude: The correlation is weak and positive (0.051339), implying a slight tendency for light and attitude to move in the same direction.



Temperature and Humidity: There is a moderate negative correlation of −0.395346, implying that as the temperature rises, humidity tends to fall, and vice versa.



Temperature and Pressure: The correlation is negative (−0.195911), suggesting that temperature and pressure tend to move in opposite directions, but the relationship is not very strong.



Temperature and Attitude: A weak positive correlation (0.195760) implies a slight tendency for temperature and attitude to move in the same direction.



Humidity and Pressure: The correlation is weak and negative (−0.094870), suggesting a minimal tendency for humidity and pressure to move in opposite directions.



Humidity and Attitude: The correlation is weak and positive (0.094785), suggesting a slight tendency for humidity and attitude to increase together.



Pressure and Attitude: The correlation is strongly negative (−0.999907), indicating a very strong tendency for pressure and attitude to move in opposite directions.



This correlation matrix can provide insights into the relationships between different pairs of variables. However, it is important to note that correlation does not imply causation, and these relationships might be influenced by other factors not included in the analysis.



The covariance, which measures how much two random variables change together, is presented in Table 8. It is positive if the variables tend to show similar behavior, negative if they show opposite behavior, and zero if there is no relationship between their behavior. Before commenting on the provided covariance matrix, it is essential to note that these values do not provide insight into the strength of the relationship between the variables, only the direction (i.e., whether they tend to move together or in opposite directions).



Light: Light has the highest covariance value (93,462.23), suggesting that there is a positive association between light and the variable with which it is compared. The high value might indicate large simultaneous fluctuations in light and the variable in question.



Temperature: The covariance of temperature (2.69) is much smaller than for light, suggesting that changes in temperature are associated with smaller concurrent changes in the other variable.



Humidity: The covariance of humidity (3.34) is slightly higher than that of temperature, indicating that changes in humidity are associated with slightly larger concurrent changes in the other variable than temperature.



Pressure: The covariance for pressure (19,781.49) is significantly higher than both temperature and humidity but smaller than light, suggesting that fluctuations in pressure are associated with substantial simultaneous changes in the other variable, although less so than light.



Attitude: The covariance of attitude (167.74) is smaller than light and pressure but larger than temperature and humidity. This suggests that changes in attitude are associated with more significant concurrent changes in the other variable than temperature and humidity but less so than light and pressure.




4.5. Summary Statistics


Here, the dataset statistics summary is measured using the count, min and max, and percentiles, Table 9. They are defined as follows:




	
Count: The number of data points in the dataset;



	
Minimum and Maximum: The smallest and largest values in the dataset;



	
Percentiles: The values below which a given percentage of the data falls. Common percentiles are the 25th, 50th (median), and 75th percentiles.








The data in Table 9 includes various statistical measures for five metrics: light, temperature, humidity, pressure, and attitude. The measures given are count, minimum, maximum, 25th percentile (1st quartile), median (50th percentile or 2nd quartile), and 75th percentile (3rd quartile).



Light: The light intensity ranged from 0 to 856 units, with half of the readings below 102 units (the median). The 25th percentile and minimum are both 0, meaning at least 25% of the readings were 0, aligning with the previous observation that the most frequent light reading is 0. The 75th percentile is 565 units, indicating that 25% of the readings were above this level.



Temperature: The temperature values ranged from 29.3 to 40.2, with a median of 37.1. The interquartile range (IQR), which ranges between the 25th and 75th percentiles, is from 36.2 to 38.1, meaning that 50% of the temperature readings fall within this range.



Humidity: Humidity varied between 10 and 25 units. The median and the 25th percentile are 11, and the 75th percentile is 12, indicating a concentration of values around the lower end of the range and potential skewness to the right.



Pressure: The pressure ranged from 88,982 to 89,882 units, with a median of 89,455. The IQR spans from 89,355.25 to 89,542, showing that the middle 50% of pressure readings are relatively tightly clustered in this range.



Attitude: Attitude values extended from 999.59 to 1082.21 units, with a median of 1038.56. The IQR is from 1030.55 to 1047.77, indicating that 50% of the attitude measurements are within this range.



The ‘count’ row confirms that there are 8910 data points for each measure, ensuring that comparisons between the measures are valid.




4.6. Distribution


The KDE is finally plotted in Figure 6 for the whole dataset. KDE stands for Kernel Density Estimation. It is a statistical technique used in data science and statistics to estimate a random variable’s Probability Density Function (PDF). Since the underlying data distribution does not depend on pre-existing assumptions or particular parameters, this approach is utilized for non-parametric analysis. KDE presents a smooth curve after the process that gives an impression of the “shape” of the data distribution. It works by placing a kernel on each point in the data set. A basic function having a peak at zero and lengths that stretch to infinity on each side and integrate into one is commonly referred to as a kernel. The final smooth curve (KDE), which is obtained by adding together all of these kernels, provides a reliable estimation of the density of the data. The kernel’s bandwidth determines the degree of smoothing. Large bandwidths result in significant smoothing, whilst tiny bandwidths result in less smoothing.





5. Proposed Applications


Recognizing the significance of the produced dataset in different fields, the following are some of its applications:




	
Smart Homes: The datasets may be used in developing and enhancing smart home applications, especially in locations with comparable environmental features to Saudi Arabia. Controlling the home environment for comfort, energy efficiency, or special health requirements falls under this category.



	
Remote Patient Monitoring Systems: This dataset may be used to enhance these systems, which are used to monitor patients at home. For example, healthcare practitioners might utilize this data to evaluate how changes in a patient’s home environment may affect their health.



	
Aged Care Technologies: This dataset may help technologies that let the elderly live independently at home. Sensors that monitor environmental conditions might give useful information about possible hazards or health problems.



	
Environmental Health Research: Researchers may use this data to investigate the influence of various environmental factors on health outcomes. This might result in creating treatments or recommendations for protecting people’s health in certain surroundings.



	
Models for Disease Prediction: These models might utilize environmental data and personal health data to predict the probability of specific diseases or health problems.



	
Personalized Health Recommendations: This data may be used by mobile apps that deliver individualized health recommendations to account for the environmental context. For example, depending on the current situation at hand, an app may recommend certain activities or precautions.



	
Climate Control Systems: Maintaining a certain range of environmental conditions in hospitals or healthcare facilities may be critical for patient comfort and health. This dataset may be used to train machine learning models that improve the performance of these systems.



	
Emergency Alert Systems: These systems may advise users or healthcare practitioners to take appropriate action in the event of severe environmental conditions (e.g., high temperature).



	
Indoor Farming and Agriculture: Indoor farming and agriculture may also benefit from these statistics since they can give insights into improving plant growth conditions. Although this application does not directly relate to healthcare, it is nonetheless essential due to the need for environmental monitoring.



	
Air Quality Monitoring Systems: Although the dataset does not directly assess air quality, it may be used with other data sources to construct or enhance such systems. Machine learning algorithms, for example, might estimate air quality based on temperature, humidity, and pressure data.









6. Conclusions


This paper provides datasets for researchers of the smart home in healthcare. The datasets could be used to develop machine learning algorithms for prediction problems. The datasets provide measures of indoor rooms with six sensors (timestamps, light, temperature, humidity, pressure, and altitude), describing the relationship between the variables. The datasets were generated and captured every 5 min in July 2022, comprising 8910 records in real-time. However, some challenges in the indoor environment, such as air conditioners and light variation in the office room, led to changes in the variable values. The datasets can provide researchers with data to evaluate new machine learning algorithms that implement prediction methods in the smart home healthcare domain. The dataset saves time and effort for researchers in this domain. Some of the proposed applications in this paper will be conducted in future work research, including prediction and utilization of artificial intelligence techniques.
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Figure 1. Number of publications in 10 years. 
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Figure 2. Arduino sensor kit used for the data collection. 
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Figure 3. Temperature and humidity. 
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Figure 4. Collected data visualization. 
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Figure 5. Correlation map. 
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Figure 6. Kernal Density Estimation. 
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Table 1. Some indoor environmental-related research.
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	Research Study
	Year
	Parameters Measured
	City of Measurement





	[14]
	2012
	Thermal, air quality, lighting/visual, and acoustic measurements
	USA



	[17]
	2012
	Air temperature, mean radiant temperature, relative humidity, air velocity, CO2, illumination intensity, sound pressure levels
	China



	[18]
	2012
	PM10, PM2.5, PM1 and CO concentrations
	India



	[19]
	2014
	CO2 concentration, relative humidity
	Canada



	[20]
	2014
	Carbon dioxide (CO2), temperature, relative humidity (RH), wind speed, viable mold, and airborne dust levels.
	Brazil



	[21]
	2015
	Thermal environment, indoor air quality, visual and acoustic environment
	China



	[22]
	2018
	Air temperature, relative humidity, mean radiant temperature, air velocity, illumination, CO2, and noise level PMV—PPD
	Ireland



	[23]
	2018
	Air freshness, air cleanliness, humidity, natural lighting, acoustic environment
	China



	[24]
	2018
	Thermal comfort, lighting, acoustics, ergonomics, cleaning, air quality
	Brazil



	[25]
	2018
	CO2, PM2.5, energy consumption
	China



	[18]
	2019
	Sound level, air velocity, radiant temperature, air temperature, illuminance, relative humidity
	Canada



	[26]
	2019
	Layout, air quality, thermal comfort, lighting, and acoustic environment
	China



	[27]
	2019
	Air temperature, relative humidity, CO2, PM2.5, illuminance
	China



	[28]
	2019
	Carbon dioxide (CO2)
	China



	[29]
	2020
	Temperature and concentrations of formaldehyde, VOC, CO2, and PM2.5
	China



	[30]
	2021
	Temperature, relative humidity, PM2.5, PM10, CO2, CO, formaldehyde concentrations
	Beijing, China



	[31]
	2022
	Temperature, humidity, PM1.0, PM2.5, PM10, and CO2
	Republic of Korea



	[32]
	2022
	Timestamp, indoor temperature, and relative humidity
	USA



	Our Dataset (NorthSaudi)
	2023
	Temperature, humidity, pressure, altitude, light, and timestamps
	Northern Saudi Arabia
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Table 2. Available environmental datasets.






Table 2. Available environmental datasets.





	Dataset Name
	Parameters Measured
	Short Description
	Reference





	UCI Air Quality
	CO, NOx, NMHC, Benzene, NO2, O3
	A dataset collected from an air quality monitoring station in Italy includes outdoor and indoor air quality data.
	[35,36]



	Berkeley Indoor Air Quality Dataset
	CO2, temperature, humidity, PM2.5, TVOC
	A dataset collected from multiple San Francisco Bay-area indoor environments includes homes, schools, and offices.
	[37]



	Office Building Energy Dataset
	Temperature, humidity, CO2, occupancy, lighting
	A dataset collected from an office building in the US includes data from multiple floors and rooms.
	[38,39]



	UCI Human Activity Recognition
	Accelerometer data
	A dataset collected from wearable accelerometers includes data on human activity recognition in indoor environments.
	[40]



	DEBS
	Temperature, humidity, CO2
	A dataset collected from a New Hampshire, USA, residential building includes data from multiple rooms and floors.
	[41]



	NA
	Thermal comfort, air quality, and visual environment
	A dataset collected from 20 green office buildings in China.
	[42]



	UC Berkeley Thermal Comfort Database
	Temperature, humidity, air speed
	A dataset collected from experiments on human thermal comfort in different indoor environments includes data on occupant comfort in different temperature and humidity conditions.
	[43]



	NA
	CO2, temperature, humidity, TVOC
	A dataset collected from multiple indoor environments in the US includes data from homes, schools, and offices.
	[44]
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Table 3. Sample of the dataset.






Table 3. Sample of the dataset.





	Time

(HH:MM:SS)
	Light

(Lumen (lm))
	Temperature

(°C)
	Humidity

(%)
	Pressure

(Pascal (Pa))
	Attitude





	12:02:08
	357
	37.5
	11
	89,535
	1031.2



	12:07:09
	352
	37.6
	11
	89,536
	1031.1



	12:12:10
	349
	37.6
	11
	89,532
	1031.47



	12:33:54
	339
	37.7
	11
	89,510
	1033.5



	12:38:55
	336
	37.7
	11
	89,512
	1033.31



	12:43:56
	330
	37.7
	11
	89,507
	1033.77



	12:48:57
	325
	37.7
	11
	89,501
	1034.33



	12:53:58
	322
	37.9
	11
	89,502
	1034.23



	12:58:59
	315
	37.9
	11
	89,499
	1034.51



	13:04:01
	312
	37.9
	11
	89,492
	1035.15



	13:09:02
	304
	38
	12
	89,495
	1034.88



	13:14:03
	300
	38
	12
	89,487
	1035.61



	13:19:04
	293
	38
	12
	89,477
	1036.53
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Table 4. Central tendency analysis.






Table 4. Central tendency analysis.





	Measure
	Light

(Lumen (lm))
	Temperature

(°C)
	Humidity

(%)
	Pressure

(Pascal (Pa))
	Attitude





	mean
	265.865881
	36.96486
	11.775421
	89,448.598429
	1039.161420



	Median
	102.00
	37.10
	11.00
	89,455.00
	1038.56



	Mode
	0.0
	36.6
	11.0
	89,326.0
	1050.45
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Table 5. Measure of dispersion.






Table 5. Measure of dispersion.





	Measure
	Light

(Lumen (lm))
	Temperature

(°C)
	Humidity

(%)
	Pressure

(Pascal (Pa))
	Attitude





	std
	305.715927
	1.64157
	1.827553
	140.646670
	12.951571



	min
	0.000000
	29.30000
	10.000000
	88,982.000000
	999.590000



	max
	856.000000
	40.20000
	25.000000
	89,882.000000
	1082.210000



	Range
	856.00
	10.90
	15.00
	900.00
	82.62



	Variance
	93,462.227717
	2.694752
	3.339950
	19,781.485821
	167.743187



	IQR
	565.00
	1.90
	1.00
	186.75
	17.22
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Table 6. Measures of shape.






Table 6. Measures of shape.





	Measure
	Light

(Lumen (lm))
	Temperature

(°C)
	Humidity

(%)
	Pressure

(Pascal (Pa))
	Attitude





	Skewness
	0.641172
	−1.223877
	3.668192
	−0.141923
	0.144958



	Kurtosis
	−1.270747
	2.977807
	16.744838
	0.190931
	0.190579
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Table 7. Measures of association.






Table 7. Measures of association.





	Correlation
	Light

(Lumen (lm))
	Temperature

(°C)
	Humidity

(%)
	Pressure

(Pascal (Pa))
	Attitude





	Light
	1.000000
	−0.282322
	0.187878
	−0.051294
	0.051339



	Temperature
	−0.282322
	1.000000
	−0.395346
	−0.195911
	0.195760



	Humidity
	0.187878
	−0.395346
	1.000000
	−0.094870
	0.094785



	Pressure
	−0.051294
	−0.195911
	−0.094870
	1.000000
	−0.999907



	Attitude
	0.051339
	0.195760
	0.094785
	−0.999907
	1.000000
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Table 8. Covariance measure.






Table 8. Covariance measure.





	Measure
	Light

(Lumen (lm))
	Temperature

(°C)
	Humidity

(%)
	Pressure

(Pascal (Pa))
	Attitude





	Covariance
	93,462.227717
	2.694752
	3.339950
	19,781.485821
	167.743187
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Table 9. Statistics Summary.






Table 9. Statistics Summary.





	Measure
	Light
	Temperature
	Humidity
	Pressure
	Attitude





	count
	8910.000000
	8910.00000
	8910.000000
	8910.000000
	8910.000000



	min
	0.000000
	29.30000
	10.000000
	88,982.000000
	999.590000



	max
	856.000000
	40.20000
	25.000000
	89,882.000000
	1082.210000



	25%
	0.000000
	36.20000
	11.000000
	89,355.250000
	1030.550000



	50%
	102.000000
	37.10000
	11.000000
	89,455.000000
	1038.560000



	75%
	565.000000
	38.10000
	12.000000
	89,542.000000
	1047.770000
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