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Abstract

:

Wind power, as a type of renewable energy, has received widespread attention from domestic and foreign experts. Although it has the advantages of cleanliness and low pollution, its strong randomness and volatility can bring disadvantages to the stable operation of the power grid. Accurate power prediction can avoid the adverse effects of wind power, and is of great significance for power grid frequency regulation, peak shaving, and energy improvement. However, traditional wind power prediction methods can only achieve accurate predictions in the short term and perform poorly in medium- to long-term prediction tasks. To address this issue, a power prediction model based on a Gated Transformer is proposed in this paper. Firstly, it can extract features from different types of data sources, effectively capture their correlations, and achieve data fusion. Secondly, gating unit, dilated convolution unit, and multi-head attention mechanism are added to improve the Receptive field and generalization ability of the model. In addition, adding a decoder to guide data prediction further improves the accuracy of prediction. Finally, experiments are carried out with the data collected from typical wind farms. The results show that the proposed Gated Transformer achieves consistent state-of-the-art results in prediction tasks on different time scales.
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1. Introduction


Compared with traditional fossil fuels, new energy technologies, including wind energy, have the advantages of zero emissions, viability, and abundant reserves. In recent years, wind power generation has enjoyed great popularity both at home and abroad, as a result of the continuous progress in the maturity of its related application technology [1,2]. However, there are still some limitations in wind resources. Its unique strong volatility and randomness affects the stability of power systems [3]. In particular, the reduction in the proportion of traditional power generation, such as firepower and hydropower, brings about the reduction in frequency modulation and voltage regulation ability of power systems [4]. Fluctuations in the load side resulting from shifts in demand can lead to a decrease in both system voltage and frequency due to weakened stability. In more severe scenarios, this can escalate to cause disconnection of the system and subsequent power failure. Therefore, it is necessary to reduce the impact of volatility on the system while steadily increasing the proportion of wind power generation [5,6]. The main importance of high-precision power prediction lies in (1) Economic dispatch—optimizing the output of conventional units based on the predicted output curve of the wind farm, in order to reduce operating costs; (2) Enhancing the safety, reliability, and controllability of the system based on the variation pattern of wind power output; (3) Optimizing the value of electricity in the electricity market. In the electricity market, wind farms predict wind power and participate in bidding in the electricity market. The power grid company predicts the power of wind power to ensure the safe and economic operation of the system.



Wind power prediction is mainly divided into short-term series prediction and medium–long-term series prediction [7]. Taking the time resolution of 15 min as an example, the short-term mode mainly predicts the wind power changes in the next few hours, while the medium–long-term mode predicts the wind power changes in the next few days [8]. Wind power prediction methods are mainly composed of physical methods, mathematical methods, and artificial intelligence methods. Physical methods use the aerodynamic factors of terrain and weather to establish the corresponding physical model, combining the real-time weather information [9,10,11]. Although this method has the highest accuracy in theory, its high complexity and poor robustness limit its application in practical engineering. Mathematical methods mainly use mathematical statistical tools to make mathematical analysis and regression predictions of collected data [12,13]. However, this approach lacks universality, as it only attains average levels of accuracy and heavily relies on mathematical computations. With the rise of deep learning, artificial intelligence prediction methods based on neural network have attracted the attention of experts worldwide. The introduction and deployment of smart grid technology facilitate the acquisition of vast quantities of data and information. The abundance of such data ensures the accuracy and generalizability of artificial intelligence methodologies [14,15].



Relying on a large number of network structures, deep learning is designed to conduct deep feature mining on historical data, find out hidden and universal key information, and then realize prediction through feature decoding [16]. Reference [17] used Arima for wind power prediction. It has the advantages of simple structure and easy fitting, but it has difficulties in dealing with non-stationary stochastic process. Moreover, this method has poor performance in handling multi-feature data sources. Reference [18] used Variational Modal Decomposition (VMD) to decompose wind power into fluctuating and random components, reducing the randomness of power, and uses Long Short-Term Memory (LSTM) for power prediction separately. Although good results have been achieved in short-term forecasting, when confronted with the long-term prediction task, significant computational burdens arise, making it susceptible to memory decay or forgetting. Reference [19] utilized an attention mechanism to avoid feature loss in the encoding process of the LTSTM algorithm. However, the information from multi-feature data sources is not fully utilized, and there is still the limitation of Receptive field. In addition, this method does not address the drawbacks of memory decline in medium–long-term prediction tasks. Reference [20] improved the power prediction accuracy through Feature engineering technology and a gradient lifting tree algorithm based on the Numerical Weather Prediction (NWP) system. Although this method can utilize NWP-related data, it cannot achieve efficient feature mining. The lack of attention mechanism also makes it difficult for the model to converge. Reference [21] considered wind speed correlation and used Gaussian regression for data correction to achieve power prediction. Although this can improve the accuracy of prediction, there are drawbacks such as high computational complexity, high sampling requirements, and difficulty in parameter selection. Reference [22] used fusion models for multi-model prediction using the Stacking framework. This method only integrates multiple models with weights and lacks theoretical innovation. In addition, Data breach and over fitting are serious problems in cross-training.



In summary, traditional prediction models are limited by the strong randomness and volatility in the data themselves, which results in poor performance in medium- to long-term wind power prediction tasks. Based on the above motivations, we propose a prediction model based on a Gated Transformer. In Section 2, data analysis and processing is completed. The results qualitatively verify the low correlation in wind history data and the feasibility of introducing NWP data. Section 3 introduces three basic unit model structures, which lay the foundation for model optimization based on traditional Transformers. By redesigning the model structure, feature extraction and fusion of different data sources can be achieved. Then, multiple units are connected in series through Feature selection to ensure the efficiency of feature processing and ensure that the model can effectively capture the changes in data within and between cycles. Section 5 is an experimental section that quantitatively verifies the feasibility and superiority of the proposed scheme. Our contributions are summarized in three points:



(1) Comparative analysis and feature mining of wind power data have provided qualitative and quantitative judgments on the dataset itself. The data correlation in wind power itself is relatively low, making it unsuitable for traditional neural network models. NWP data are highly correlated with wind power data, which can be added as auxiliary information to help the model realize power prediction;



(2) The traditional Transformer framework has been optimized. Gating unit, dilated convolution unit, and multi-head attention mechanism are added to improve the Receptive field and generalization ability of the model. In addition, adding guidance information to the Decoder input unit further improves the prediction accuracy of the model;



(3) Experiments are carried out with the data collected from typical wind farms. The results show that the proposed Gated Transformer achieves consistent state-of-the-art results in prediction tasks on different time scales.




2. Data Analysis and Preprocessing


2.1. Analysis of Wind Power Characteristics


2.1.1. Comparison of Different Data Sources


Wind power prediction is essentially a kind of time series prediction. The deep learning network for time series prediction can be applied as a model to wind power prediction [23,24,25]. However, the spatiotemporal correlation and characteristics of the data source itself are one of the important factors that affect the predictive performance of the model, and can also have a significant impact on the selection and design of the model. Therefore, it is necessary to study the characteristics of the data themselves. There are many types of time series data, involving multiple fields such as stocks, electricity, healthcare, and transportation. This paper selected the classic power-related datasets Electrical Transformer Temperature (ETT) and Electricity and Wind Power datasets for feature comparison.



ETT: It aims to predict the future oil temperature of power transformers, which is a critical indicator in electric power long-term deployment. It includes two-year data from two separate counties in China. To explore the granularity problem, data collection was conducted at a sampling frequency of 15 min and 1 h, respectively, to form ETTh and ETTm datasets. The data for each time step are composed of target oil temperature and six power load characteristics.



Electricity: The Electricity dataset is designed to predict future power loads and is an important reference factor for long-term planning of power systems. It includes the electricity load of 321 different types of customers for 2 years. The sampling period is in hours, and the load unit is kWh.



Wind Power: The wind power dataset is the main dataset studied in this paper, which aims to predict the change in wind power in the future and help the power grid to complete power planning. It includes output data from a total of 20 wind farms within 2 years, as well as auxiliary information such as wind speed, temperature, pressure, humidity, etc. The sampling period is 15 min, and the power unit is MW.



In order to visually observe the characteristics of the data themselves and facilitate comparison, all data sources were standardized by Z-Score method, setting the sampling period to 1 h and the sampling duration to 1 week. The comparison of data waveforms is in Figure 1a. It can be seen that the period of ETT data is long with slow change, and there is basically no violent fluctuation. The Electricity data exhibit significant periodicity and short-term repeatability. This is because there is a strong correlation between electricity load and electricity usage time. During the day, the electricity load is high, while, at night, the electricity load is low and cyclic. Unlike the two classic datasets mentioned above, wind power data have their own unique characteristics. The fluctuations are large and irregular. In the early stage, the power value is very small, but in the later stage, it rapidly increases, and, after maintaining it for a period of time, it quickly drops back. This phenomenon is also known as wind power climbing. This is because wind power is strongly correlated with wind resources, and wind itself has irregularity and volatility. Such data features may also result in better short-term predictions, but they can pose challenges to medium–long-term predictions.




2.1.2. Analysis of Different Time Scales


Due to the fact that the sampling waveform in the previous text is only one week of data, there may be some specificity. In Figure 1, the data characteristics in the time dimensions of year, season, month, and week can be observed. After the same standardization process, we drew European standard fluctuation charts for different time periods, as shown in Figure 1b. It can be seen that, when observed on a weekly basis, the wind power shows a climbing phenomenon on the 5th to 6th days, while other time periods have very small values with occasional slight fluctuations. When observed on a monthly basis, it can be seen that the frequency of climbing phenomena is relatively low and there is no specific pattern. When observed quarterly and annually, it is found that this characteristic runs throughout the year and is not affected by quarters and months. It can be seen that wind power presents high volatility and randomness throughout the year, and it is difficult to find its regular characteristics. In a short time period, the peak–valley characteristics of the data are obvious, and the wind power is low at most times. When the wind blows, the power increases rapidly, and, after a period of time, it quickly falls back. This characteristic is different from the long-term stability of and short-term regular fluctuation in classical time series. Therefore, it is necessary to mine and analyze the features of this unstable data source.





2.2. Correlation Analysis of Historical Data


As mentioned earlier, the wind power waveform can be observed to have strong volatility and randomness. Such data features pose difficulties for power prediction. This is because the conventional prediction algorithms for time series data sources typically involve analyzing and extracting historical data characteristics, transferring them to a neural network for computation, and ultimately achieving series prediction through regression techniques [26,27]. However, such algorithms have high requirements for the correlation in historical data. Furthermore, the data characteristics of strong randomness and volatility are inevitable, which leads to the low correlation between the future changes in data and historical data in a long time scale, which seriously affects the accuracy of the prediction model. In order to verify this assumption, this paper analyzes the correlation in the data.



With the sampling frequencies of 15 min and 1 h, sampling time was 2 weeks, and the results are shown in Figure 2. If the historical data correlation graph were displayed point by point, the image would be too long and would not have a good observation effect. The folding period is in {2, 4, 8, 16} data points, and the folded data input is   x ∈  ℝ L  →  x ^  ∈  ℝ   L / N  × N    . L is the length of the input sequence. N is the folding period. This correlation graph is more readable.



In the image with a 15 min sampling period and a folding period of 2, it can be seen that the historical correlation in wind power data changes over time. The darker the color, the lower value, which indicates a lower correlation. Conversely, as color brightness increases, the associated values increase, signifying a higher level of historical relevance. Within the entire length range, only 4–5 time windows show high correlation. The degree of correlation is low in most other time windows. High correlation data have lower dimensions and longer lengths. As the folding period increases, the data dimension increases and the length decreases. Different folding methods can lead to data presenting different features in a spatiotemporal range, which is also an important factor affecting prediction models.



In summary, regardless of the sampling period and folding dimension used for observation, the overall historical correlation in wind power data is relatively low. Only within a random and brief time window, a high correlation can be observed. Such data characteristics are not sufficient to support traditional deep learning models in learning historical representations, and can also bring uncertainty in prediction. While it may exhibit some efficacy in short-term forecasting, its performance diminishes significantly when applied to medium- to long-term forecasting. Specific experimental results can be found in Section 5.2.2. Therefore, it is necessary to study power prediction models that are suitable for both short-term and medium- to long-term power prediction based on such data characteristics.




2.3. Correlation Analysis of NWP Data


Due to the high fluctuation and the insufficiency of wind power data, it is inadequate to meet the demand of accurate power prediction only by mining its inherent data characteristics [28,29,30]. Utilizing NWP data, which are readily accessible and highly reliable, can aid in model extraction for comprehensive power feature analysis and extraction. In order to verify the validity of NWP data, the Pearson Correlation Coefficient (PCC) was used to calculate the correlation level between the data. Its calculation formula is as follows:


  Corr =   cov ( X , Y )    σ X   σ Y    =   E [ ( X −  μ X  ) ( Y −  μ Y  ) ]    σ X   σ Y     



(1)




where,   X , Y   show the power data and NWP data sequence;   cov ( X , Y )   stands for the covariance between data;    σ X  ,  σ Y    mean the variance in data;    μ X  ,  μ Y    denote the average of data; and  E  denotes expectation.



In statistics, it is generally believed that, when   Corr ≥ 0  . 6   , there is a strong correlation that exists between the data; when   0.4 <  Corr < 0   . 6   , a moderate correlation is observed between the data; and, when   Corr ≤ 0  . 4   , a weak correlation is evident between the data. In this paper, the annual power data and NWP data are analyzed by PCC, and a correlation score of    Corr = 0   . 7044    is derived, which shows that there is a strong correlation between them.



In addition, we took    T =  96   as the sliding time window to select power data   {  P i  ,  P  i + 1   , ⋯ ,  P  i + T − 1   } ∈  ℝ  T × 1       and weather data   {  W i  ,  W  i + 1   , ⋯ ,  W  i + T − 1   } ∈  ℝ  T × F      , and calculated the correlation coefficients represented by wind speed and wind power output separately. We obtained the correlation waveform within 2 weeks, as shown in in Figure 3a.



As can be seen, for most of the time, the data exhibit a significant degree of correlation, with only brief periods of low correlation observed. To observe the correlation level of data more intuitively, the wind power data within one of the time windows were selected for waveform comparison as shown in Figure 3b. The correlation coefficient of this graph is 0.88. It can be seen that there is a high similarity between the trend in wind speed and the trend in power output over a 2-week time window. This also confirms that this set of data is highly correlated. Unlike the strong randomness in wind power, meteorological data such as wind speed can be accurately predicted through physical modeling and other methods, and the prediction technology is also relatively mature. Therefore, this section proves the high correlation between NWP data and wind power data, and verifies the feasibility of using it as auxiliary information to improve the accuracy of model prediction after feature fusion with historical data.




2.4. Data Preprocessing


To ensure the data quality and the efficiency of model calculation, it is necessary to process all data sources. This paper adopts three methods: data standardization, missing data filling, and abnormal data repair [31,32].



2.4.1. Z-Score Standardization


In this paper, both power data and NWP data are taken as the inputs of the model. Because the units of data are different, they are often on different orders of magnitude. To facilitate comparison and feature fusion, they must be unified on the same scale [33,34]. In addition, to facilitate the gradient calculation and back propagation of the depth model itself, the input data often need to be standardized. This paper adopts the Z-Score standardization method. Its advantages are that the algorithm is simple, it is not affected by the order of magnitude, and the results are easy to compare. The formula is below:


   X  new   =   X −  μ X     σ X     



(2)




where  X  stands for the raw data and    X  new     represents the data after standardization. This method conducts standardized based on the mean and standard deviation of the original data. The processed data show normal distribution with a mean of 0 and a variance of 1.




2.4.2. Missing Data Filling


In the process of collecting NWP data, due to various reasons such as abnormal communication or equipment failure, data loss often occurs. A deep learning model normally cannot handle this kind of incomplete data input, so filling in missing data is necessary [18]. In order to ensure the quality of the filled data and avoid the interference of low-quality data on the model prediction, this paper adopts the K-Nearest Neighbor (KNN) filling algorithm [35]. The data points with missing values are filled with K adjacencies, and the distance matrix between the data points with missing values and other data points without missing values is calculated, and the K data points with the nearest Euclidean distance are selected. Filling the vacancy value in the data with the field average corresponding to the selected K-nearest neighbor data points, the data filling is finally achieved. The Euclidean distance formula is as follows:


   d  X , Y   =     ∑  i = 1  n     (  X i  −  Y i  )  2       



(3)








2.4.3. Abnormal Data Repair


In the process of data sampling, in addition to losing data, abnormal data often appear. The characteristics of these data obviously deviate from the data in other locations, and may introduce significant interference to the prediction algorithm. Therefore, it is necessary to repair these abnormal data. Because these abnormal points generally occur with low frequency and short duration [36], after abnormal data are detected, the LSTM time series algorithm can be used to predict the location data of abnormal data according to historical data information, and the predicted value can replace the abnormal data to complete the data repair process [37,38,39]. The specific process is shown in Figure 4.






3. Introduction of Basic Principles


A Recurrent Neural Network (RNN) is a neural network that takes sequence data as input, recurses in the direction of sequence evolution, and all nodes (loop units) are connected in a chain. It has memory, parameter sharing, and Turing completeness. It has been commonly employed to address traditional time series prediction problems. This approach offers the advantage of being capable of handling input sequences of varying lengths and effectively retaining and recalling previous time information. As a result, it has found extensive application in ultra-short-term prediction scenarios. However, in the process of medium- and long-term prediction, its serial calculation mode suffers from the shortcomings of slow calculation speed, easy gradient explosion or disappearance, and information forgetting.



To address the limitation of RNN’s inability to process rows in parallel, this paper adopts the basic architecture of Transformer, and adds residual gating unit and hole convolution technology to process time series data in parallel. Its advantages are that the time sequence position information is preserved when processing time sequence data, and the data can be processed in parallel to speed up the operation. It is more competitive than RNN in prediction tasks and uses simple linear gating units to stack convolution layers, so that data can be processed in parallel while obtaining contextual semantic features. In addition, this paper also adopts the multi-head attention mechanism. An attention mechanism focuses on important information with high weight, ignoring irrelevant information with low weight. Moreover, the ability of dynamically adjusting its weights enables the selection of critical information in diverse contexts, enhancing its scalability and robustness.



3.1. Residual Gated Tanh Unit


Residual gated tanh module is a gating unit based on residual logic. The specific structure is shown in Figure 5a. Each unit is composed of multiple blocks connected in series. The data are processed by stacking multiple units in series. The block is composed of two linear layers, a sigmoid layer, and a Tanh layer, with residual mechanisms added. Within the block, the data are mapped at different latitudes by two Linear layers, and then pass through Tanh layer and Sigmoid layer respectively. Among them, Sigmoid layer is one of the common Activation functions in neural networks, commonly used for hidden layer neuron output, with a value range of (0,1). It can map inputs to the interval of (0,1). This method is the core of the gating mechanism, which can realize Feature selection of multi-layer data. If the output of Sigmoid is closer to 1, the data information of that layer is retained more. If the output of Sigmoid is closer to 0, the changed data information is more discarded. In addition, to improve the efficiency of multi-layer model, residual structure is added to the element. The calculation formula of the gating unit is as follows:


   h l  (  X l  ) = tanh (  X l  ∗  W l  +  b l  ) ⊗ σ (  X l  ∗  V l  +  c l  )  



(4)




where    X l    and    h l  (  X l  )   is the l-th unit input and output,    h l  ( · )   is the function of the l-th unit,    W l    and    V l    are the weight of two linear layers,    b l    and    c l    are the offset of two linear layers,  σ  represents the Sigmoid algorithm, and tanh symbolizes the hyperbolic tangent function.




3.2. Dilated Convolution Model


To further extract the temporal–spatial correlation in sequence data, this paper uses the Conv1d convolution method to extract and fuse features of data with different dimensions.



In convolution, the Kernel is a weight array that weights the input data and is the core of computation. As the Kernel size increases, the model can capture larger features, but it increases the number of parameters and computational complexity, and may lead to overfitting. When the Kernel size is reduced, the model can capture more detailed features, but it may lose some important information. Therefore, selecting an appropriate Kernel size is crucial for the performance of the model.



In this paper, the dilated convolution method is used to extract features, and the specific structure is shown in Figure 5b. Differently from the traditional convolution method, the dilated convolution introduces hyperparameters of the differentiation rate. It increases the distance between the Kernel’s data processing, so as to achieve a higher Receptive field.



When Kernel size = 3 and dilated = 4, the same convolution Kernel can capture data information with a distance of 3 ∗ 4 = 12. That is to say, in the case of the same feature map, dilated convolution can obtain a larger receptive field and obtain more dense data on the premise of retaining data characteristics.




3.3. Multi-Head Attention Mechanism


Multi-attention mechanism is one of the main modules in Transformer model. Through the calculation of attention weight, the model can capture more important data features, thus improving the prediction accuracy. Multi-head means that the model can pay attention to different spatial information in different positions by mapping multiple subspaces, so as to capture more abundant feature information.



The specific structure is shown in Figure 5c. In the figure, the multi-head attention mechanism is composed of H-layer single-head attention layers in parallel. After being transformed, the input information is mapped to different attention layers in the H layer for attention matrix calculation, and, finally, concatenated for output, i.e., the processed data   x ∈  ℝ  B × L × C   →  x ˜  ∈  ℝ  B × L × H × E     with H subspaces after Reshape. B is the data batchsize. L is the length of data. C is the channel dimension. H is the head of attention. E = C/H is the feature dimension of each head. In the single-head attention mechanism, such input data can be directly processed. However, in the multi-head attention mechanism, dimensions need to be reorganized. Adopting a multi-head attention mechanism can pay attention to different spatial information in different positions by mapping multiple subspaces, so as to capture more abundant feature information.



In each subspace, the Query, Key, and Value matrices are obtained by three-layer linear mapping of Q, K, and V, respectively. The Attention map is calculated by QK, and then it is multiplied by Value after passing through SoftMax, to be finally merged with the data in other subspaces for output. To improve the efficiency of the model, a residual mechanism is also added. The formula is as follows:


  Attention  ( Q , K , V ) =   softmax (    Q  K T     L     ) V   



(5)









4. Gated Transformer Models


In order to effectively improve the accuracy of wind power prediction with strong fluctuation and randomness, this paper proposes a Transformer model based on a gating mechanism. The innovations of this model mainly include that NWP data information is introduced as auxiliary information, improving data correlation and ensuring the effectiveness of data feature extraction; that preprocessing techniques such as data standardization, data filling, and data repair are employed to enhance the quality of the data; that the hole convolution module is used to fuse and extract features of different dimensions; and that spatial position information is added to complete data reconstruction. Using a multi-head attention mechanism, overall information can be obtained from different subspace angles, and the expression ability is stronger. By applying the gated residual unit, the weight can be adjusted adaptively, the feature focus can be completed, and the operation efficiency can be improved. In Decoder input, a short piece of real historical data is preceded by 0 sequence to guide the direction of model prediction.



The whole model consists of four modules: Input module, Encoder module, Decoder module, and Output module. The data are encoded and processed through the Input module. After completing the feature fusion input to the Encoder module, it uses a self-attention mechanism to calculate the weight matrix of the sequence length and output it to the Decoder module. Considering the input information and weight matrix, the Decoder performs decoding operations. The output module maps vectors into prediction tasks, ultimately achieving power prediction. The model structure is shown in Figure 6 and the internal structure of each module is introduced in detail below.



4.1. Input Module


The Input module is mainly composed of Encoder Input and Decoder Input. Because the classic Transformer belongs to the Encoder–Decoder architecture, the input data types and formats on both sides are different. Therefore, while designing the inputs separately, it is also necessary to design two different network structures to meet the processing requirements for the inputs.



4.1.1. Encoder Input


	
Input data design:






The Input of Encoder mainly includes three data types. Historical wind power data are    P = {   P i  ,  P  i + 1   , ⋯ ,  P  i +  T s  − 1   } ∈  ℝ  B ×  T s  × 1    , where    P i    is the i-th random data point as the starting point of historical input,    P  i    + T   s  − 1     is the endpoint of historical input, and the length of the historical power input sequence is    T s   . Historical NWP data are    W = {   W i  ,  W  i + 1   , ⋯ ,  W  i +  T s  − 1   } ∈  ℝ  B ×  T s  × F    . Similarly, this data sequence is a time series with a length of    T s    and a dimension of F. Future NWP data are collected by a meteorological prediction system and are    W ˜   = {   W  i + T   ,  W  i + T + 1   , ⋯ ,  W  i + T + p − 1   } ∈  ℝ  B ×  T p  × F    . Unlike historical data, the length of the future sequence is    T p   , which depends on the length of the power which needs to be predicted;



	
Data processing design:






After data collection, data need to be preprocessed. Due to different types of data, the unit and fluctuation range of NWP data are inconsistent, so all the data are unified under the same scale by standardized method for observation. In addition, data filling and data repair are used to avoid the bad influence on the prediction model due to data loss or abnormality, and improve the data quality. During this process, the format of the input data does not change;



	
Dilated convolutional design:






Then, the data are fused and extracted by the dilated convolution module. To ensure the high efficiency of convolution calculation during the input of long sequence data, the module is designed to be composed of three pyramid-shaped cavity convolution layers. This scheme can expand the data receptive field and extract features more efficiently on the premise of maintaining the computational complexity. Here, the Conv1d convolution model is adopted and the dilated rates are set to be {1, 2, 4}. We introduce the padding mechanism to ensure consistency in length. In addition, dilated convolution is generally suitable for power prediction of long input sequences. In short-term prediction, too large of a Receptive field will lose the variability in the data themselves. Therefore, an adaptive approach is adopted, which can automatically adjust the dilated ratio during short-term input, thus ensuring the efficient feature extraction of convolution. Note that the format of the data will change    ℝ  B ×  T s  × F   →  ℝ  B ×  T s  × D    ,    ℝ  B ×  T p  × F   →  ℝ  B ×  T p  × D     here, where    D =  128   is the set hidden layer dimension;



	
Position embedding design:






Finally, the data reconstruction is completed through the position coding module. It encodes the given input sequence according to odd and even positions. The odd positions are encoded using cosine functions     PE   ( p o s , 2 i + 1 )   = cos ( p o s /   10000   2 i / D   )  . Even positions are encoded according to sinusoidal positions     PE   ( p o s , 2 i )   = sin ( p o s /   10000   2 i / D   )  . After completing the encoding, the location information is added to the data sequence.




4.1.2. Decoder Input


The input of the decoder is much simpler than that of the encoder. Since the Decoder module maintains the input and output dimensions unchanged and the future power data is unknown, the input is designed as   { 0 , 0 , ⋯ , 0 } ∈  ℝ  B ×  T p  × 1     which is an all-zero matrix with dimensions matching the predicted output. To further improve the accuracy of the model prediction, a short piece of guidance data composed of historical power data      { P     i +   T s  −  T L    ⋯  P   i +   T s  − 2   ,  P   i +   T s  − 1   } ∈  ℝ  B ×  T L  × 1     is added before the all-zero matrix to support prediction, where    T L    is the length of lead historical data.





4.2. Encoder Module


The Encoder module is mainly composed of multiple Encoder layers connected in series, and the number of layers can be set freely. In this paper, a three-layer structure is adopted. Each layer includes a multi-head attention mechanism, residual and regularization network, linear feedforward network, and GRTU module. The multi-head attention mechanism is set to 8 heads. The module can focus the input multi-dimensional feature information with attention weights, and output the attention diagram of    ℝ  B ×  T S  ×  T S      to Decoder, helping Decoder to complete the final power prediction.



In other words, the Encoder module is the core of the entire model. It can analyze and extract the features of input sequences, and utilize gating systems and attention mechanisms to efficiently capture the core intrinsic features of the data, thereby helping the Decoder to complete sequence prediction. As the Encoder outputs an attention weight map, it reflects the distribution of key information in the sequence. To facilitate understanding and observation, the output was visualized and shown in Figure 7. The figure shows the encoder output with an input length sequence of 96. It can be seen that the attention in the first and second half of the sequence is focused on itself, respectively. The poor attention at the front and back ends also reflects a low correlation.




4.3. Decoder Module


Like the Encoder module, the Decoder module is also composed of three Decoder Layers connected in series. Specifically, each Layer includes one self-attention, cross-attention, feed forward, residual and regularization network, and GRTU layer. It can be seen that, unlike the Encoder, the Decoder module has an extra layer of Cross-attention, which is utilized to input the attention information from the Encoder to Q and K. Then, it is multiplied by the mapping input V of Decoder to complete the data output. This module is the main structure to realize power prediction. Note that, since the output of the Decoder does not change the input dimension, it cannot be directly applied to power prediction. Therefore, it is necessary to add an output layer to map the feature space to the Sample space through linear changes.




4.4. Output Module


After the Decoder output, two FC layers are used to map the learned features into the sample space, and the final power prediction result is obtained.





5. Experiments


5.1. Experimental Configuration


This paper carries out data acquisition and simulation analysis on a computer with Tesla V100 GPU and 32 GB of VRAM which is created by NVIDIA in Santa Clara City in America. The program was implemented using the Python language within the PyTorch framework.



The proportions of training set, verification set, and test set were set to 70%, 15%, and 15%, respectively. The loss function used Mean Squared Error (MSE) and the optimizer used Adam optimizer. In the test set, evaluate Metrics were MSE and Mean Absolute Error (MAE).



The hyperparameter settings were as follows: Batchsize = 128; Learning rate = 1 × 10−4; Using kaiming weight initialization; Epoch = 400; Dropout = 0.1.



The steps of calculation are summarized in the pseudocode in Algorithm 1.





	
Algorithm 1: The pseudocode of calculation.




	
TRAIN




	
1

	
Criterion is MSEloss.




	
2

	
Optimizer is Adam.




	
3

	
For X,y in TrainLoader:




	
4

	
  Reconstruct Encoder and Decoder INPUT.




	
5

	
  OUTPUT = model (INPUT)




	
6

	
  Calculate loss.




	
7

	
  Backpropagation and update parameter.




	
8

	
End For




	
9

	
Do VALID dataset and calculate test loss.




	
10

	
Do TEST dataset and calculate valid loss.




	
VALID




	
1

	
For X,y in ValidLoader:




	
2

	
  Reconstruct Encoder and Decoder INPUT.




	
3

	
  OUTPUT = model (INPUT)




	
4

	
  Calculate loss.




	
5

	
End for




	
6

	
Return Valid Loss




	
TEST




	
1

	
For X,y in TestLoader:




	
2

	
  Reconstruct Encoder and Decoder INPUT.




	
3

	
  OUTPUT = model (INPUT)




	
4

	
  Calculate loss.




	
5

	
End For




	
6

	
Return TEST Loss








5.2. Comparison of Different Models’ Results


5.2.1. Models Introduction


To assess the effectiveness of the proposed approach, the Gated Transformer (G-Former) was compared against various classical power prediction methods, namely Deep Neural Networks (DNN), Gated Recurrent Unit network (GRU), Temporal Convolutional Network (TCN), Vanilla Transformer (V-Former), Encoder-only, Decoder-only, Informer, and Reformer. The following is a brief introduction to each model.



DNN: Deep Neural Network is based on linear layers structure. It consists of six blocks; each block layer consists of two linear layers. To ensure the efficiency of deep learning, a residual mechanism is added to each block. In addition, to further improve the recognition efficiency of linear layers, the Decomposition scheme used in Autoformer and FEDformer with linear layers is adopted. It first decomposes a raw data input into a trend component by a moving average kernel and a remainder (seasonal) component. Then, two one-layer linear layers are applied to each component, and sum up the two features to obtain the final prediction. By explicitly handling the trend, DNN enhances the performance of a vanilla linear when there is a clear trend in the data.



GRU: Gated Recurrent Unit network is a kind of Recurrent neural network, which can better capture the dependencies of time series data with large intervals. It consists of an update gate and a reset gate. The reset gate determines how to combine new input information with previous memory, while the update gate defines the amount of previous memory saved to the current time step. It can better solve the gradient problems in Long-term memory and back-propagation, so it is more suitable for medium–long-term power prediction.



TCN: Temporal Convolutional Network is a new algorithm that can be used to solve time series prediction, which has the ability to integrate modeling capabilities in the time domain and feature extraction capabilities in low parameter convolution. It is based on the convolutional model structure and uses causal convolution and residual mechanisms. It is characterized by parallel computing, flexible Receptive field, stable gradient, and variable input sequence.



VanillaTransformer: Vanilla Transformer is a deep learning model based on the Encoder–Decoder architecture. It can learn context and meaning by tracking relationships in sequence data, such as words in a sentence. This model applies a set of evolving mathematical techniques, called attention or self-attention, to detect even subtle ways in which remote data elements in a series interact with and depend on each other. In many cases, Transformer replaces traditional classical neural network models, which is currently the most popular type of deep learning model. It has high efficiency, has strong contextual awareness, and can be parallelized for computation.



Encoder-only: Encoder-only refers to retaining only the Encoder structure of the Transformer to complete the prediction task. It has a simple structure, faster training and inference speed, and advantages such as simple prediction, classification, annotation, and other tasks, while ensuring the same capabilities as the Transformer.



Decoder-only: Decoder-only refers to retaining only the Decoder structure of the Transformer to complete the prediction task. Its structure is simple and avoids some difficulties in Encoder–Decoder training, such as initialization of different weights and Information bottleneck method. In the training of the Decoder-only model, the output generated in the previous step is used as the input for the next step, which achieves self-supervision of the Decoder part and is conducive to generating more coherent and structured output sequences.



Informer: Informer is a Transformer based predictive model structure. It has a strong ability to align long time sequences and the ability to handle the input and output of long time sequences. Additionally, it solves the problem of traditional models being too thorough, or consuming GPU resources and server storage resources. While ensuring prediction accuracy, it reduces the computational complexity and memory usage of self-attention.



Reformer: Reformer is also a prediction model structure based on Transformer. It uses Axial Positional Embedding to reduce the position encoding matrix and proposes a segmented approach to handle the calculation process of the fully connected layer, calculating only a portion at a time, eliminating the need to load the entire sequence into memory, and using reversible residual connections instead of traditional residual connections. This is a solution for storing extreme compression.



The DNN model is composed of linear layers and lacks Feature selection, which also leads to the poor effectiveness of the model for complex tasks. GRU is specifically designed to handle time series problems and performs well in short-term prediction tasks. However, there are issues such as gradient vanishing in medium–long-term prediction tasks. TCN can complete feature extraction with a large Receptive field, but the lack of attention mechanism makes it difficult to select its Receptive field. Vanilla Transformer, as the basic framework of the most classic transformer model, has been widely used in multiple fields. However, it was originally designed to solve NLP problems and lacked optimization for time series. Encoder-Only and Decoder-Only models are optimized on the Transformer framework, with the advantage of halving the number of model parameters and retaining the advantages of the Transformer. The disadvantage is that these models have many layers, and the data efficiency is low because no Feature selection unit is added. The Informer and Reformer models adopt different compression schemes to ensure computational efficiency while ensuring the accuracy of time series prediction. However, this did not bring much accuracy improvement. Especially for the time series with poor autocorrelation such as wind power, the lack of data feature fusion and efficient Feature selection leads to the loss of prediction accuracy. Therefore, in order to solve the above problems, this paper proposes a model based on a gated transformer network.




5.2.2. Results Comparison


In order to ensure the scientific comparison of the experiments, five sets of experiments were conducted and the accuracy was judged based on the mean. The NWP Information design contrast experiment was added or not added from the short-term and medium–longterm power prediction tasks. The evaluation metrics consisted of MSE and MAE. The results obtained are shown in Table 1.



	
It can be seen that the introduction of NWP auxiliary information significantly improves the accuracy of power prediction. For short-term prediction tasks, the average prediction accuracy of introducing the NWP model is MSE = 0.0651. The average prediction accuracy of the model without introducing NWP data is MSE = 0.0678, meaning it improved prediction accuracy by 5%. For long-term prediction tasks, the average prediction accuracy of introducing the NWP model is MSE = 0.5470. The average prediction accuracy of the model without introducing NWP data is MSE = 1.1896. The prediction accuracy was improved by 117%. Therefore, introduction of NWP data can not only improve the accuracy of short-term predictions, but also significantly improve prediction accuracy in medium- to long-term tasks.



	
In addition, when comparing the prediction accuracy of different models, the proposed G-Former model has the best prediction performance in both short-term and medium- to long-term prediction tasks. For short-term tasks, the accuracy was improved by about 8%. For medium to long-term tasks, the accuracy was improved by about 11%. This also proves the superiority of the proposed scheme.







5.2.3. Results Visualization


To facilitate the observation of the prediction accuracy of different models under different tasks, a visualization diagram of Comparison of predicted wave forms of different models is drawn in Figure 8.



Due to the fact that short-term predictions only predict waveform trends within the next few hours, the prediction time window is short and inconvenient to observe. Here, the rolling prediction method was used to predict the wind power data over two weeks, and the image is shown in Figure 8a. It can be observed that the proposed G-Former model is closest to the waveform of GroundTruth.



In medium–long-term prediction, experiments take the input sequence length of 96 and the predicted sequence length of 96 as an example to visualize and obtain the image, as shown in Figure 8b. It can be seen that, in the medium- to long-term prediction process, G-Former has the best prediction waveform.





5.3. Comparative Experiments on Different Time Scales


In order to further verify the predictive performance of the proposed model at different time scales, further experiments were conducted in this paper. The input sequence length and prediction sequence length were set to    { 4 , 12 , 24 , 48 , 96 , 192 , 384 }   . The prediction accuracy results are shown in Table 2.



It can be seen from the table that the length of the input and prediction sequences directly affects the accuracy of the prediction model, both when the input sequence is too short and the prediction sequence is too long. The model is unable to extract sufficient feature information from short sequences and is, thus, unable to achieve long-distance power prediction. When the input sequence is too long and the prediction sequence is relatively short, the data features of the input model are not concise enough, with a large amount of useless and redundant information, which can interfere with the model’s judgment. The model’s prediction performance is best when the lengths of the input and output sequences are within a reasonable range. Among them, for short-term prediction, a 24-step input sequence is sufficient to complete the model prediction. For medium- to long-term prediction models, if the length of the input sequence is generally consistent with the length of the predicted length sequence, the effect is best.



In order to further observe the predictive effect of the proposed model on different input and output sequence lengths, and achieve visualization of the output, this paper conducted experiments on typical prediction tasks      { L    s e q      = 24 , L    p r e d    = 4 }   ,      { L    s e q      = 24 , L    p r e d    = 24 }        { L    s e q      = 96 , L    p r e d    = 24 }   ,      { L    s e q      = 96 , L    p r e d    = 96 }   . Furthermore, it randomly selected four sets of experimental data    { A , B , C , D }    to output prediction waveforms and Encoder attention maps. Each group of experimental results consists of an attention map of the input sequence and a comparison map of actual power and predicted power. The results are shown in Figure 9. It can be observed that the proposed scheme has good prediction performance at different time scales.





6. Conclusions


In this paper, a wind power prediction model based on a Gated Transformer is proposed. Firstly, the characteristics of wind power data are analyzed, and NWP information is introduced as auxiliary information to support prediction. Then, through data preprocessing, the data quality is improved. Secondly, the classical Transformer model is optimized by using a gating unit optimization, dilated convolution feature fusion, multi-head attention focusing, and Decoder input guidance. Finally, the effectiveness and reliability of the scheme are verified by a large number of comparative experiments. The main contributions of this paper can be summarized as follows:



	(1)

	
The correlation between wind power data and NWP data is analyzed, which qualitatively explains the deficiency of feature extraction methods which only use historical data and demonstrates the necessity of introducing NWP data. Through data preprocessing, the data quality is improved;




	(2)

	
Optimization of the classic Transformer structure is performed. The gating residual element is added to improve the feature focusing level between modules in series. By adding the dilated convolution module, multi-dimensional feature fusion is realized in a larger receptive field. The Encoder and Decoder input modules are redesigned, and historical data are used as guiding data to improve the prediction accuracy of the model;




	(3)

	
The actual wind farm data are taken as an example to carry out simulation verification. By comparing the proposed scheme with the classical deep learning models, the superiority of the proposed scheme in MAE and MSE evaluation criteria is testified. After introducing NWP data information, the average accuracy of all prediction models in medium- to long-term prediction tasks can be improved by 117%. This verifies the necessity of introducing auxiliary information. For the same data source, GatedTransformer still shows an accuracy improvement of about 11%. This also verifies the superiority of the proposed method. In addition, the accuracy of prediction is also proven when the model uses input and output over different time scales.







This paper has made certain progress in the accuracy of medium–long-term prediction of wind power. However, this method has high requirements for the data quality of NWP. In addition, due to limitations in data sources, high-quality and supervised wind power datasets are not abundant enough, posing challenges to model training. The next work will mainly focus on combining the self-supervised model with the Gated Transformer to improve the training quality of the model through Pre-task.
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Figure 1. The chart of wind power characteristic analysis. All data are standardized by Z-Score. The sampling period is 1 h. 
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Figure 2. The chart of historical data correlation analysis. The higher the historical correlation, the brighter the image. In the opposite case, it becomes darker. 
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Figure 3. The chart of NWP data correlation analysis. All data are standardized by Z-Score. The sampling period is 15 min. 
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Figure 4. The flowchart of data repairment. 
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Figure 5. Chart of the basic unit model structure. 
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Figure 6. The pipeline of the gated transformer. 
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Figure 7. Encoder output attention map. The brighter the image, the more focused the attention. 
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Figure 8. Comparison of predicted waveforms of different models. All data are standardized by Z-Score. The sampling period is 15 min. 
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Figure 9. Comparison of predicted waveforms of different models. All data are standardized by Z-Score. The sampling period is 15 min. Each group of experimental results consists of an attention map of the input sequence and a comparison map of actual power and predicted power. (A–D) is the randomly selected four sets of experimental data. 
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Table 1. Comparison table of predictive performance of different models. The smaller the value, the better the performance. The best results are highlighted in bold and underlined.






Table 1. Comparison table of predictive performance of different models. The smaller the value, the better the performance. The best results are highlighted in bold and underlined.





	
Model

	
With NWP

	
Without NWP




	
Length

	
Short Term

	
Medium–Long-Term

	
Short Term

	
Medium–Long-Term




	
Metric

	
MSE

	
MAE

	
MSE

	
MAE

	
MSE

	
MAE

	
MSE

	
MAE






	
DNN

	
    0.0721  − 0.0012   + 0.0008     

	
    0.1641  − 0.0025   + 0.0061     

	
    0.6491  − 0.0280   + 0.0116     

	
    0.5498  − 0.0165   + 0.0063     

	
    0.0747  − 0.0020   + 0.0019     

	
    0.1701  − 0.0054   + 0.0080     

	
    1.1728  − 0.0068   + 0.0037     

	
    0.9143  − 0.0032   + 0.0023     




	
GRU

	
    0.0599  − 0.0021   + 0.0015     

	
    0.1436  − 0.0028   + 0.0025     

	
    0.5626  − 0.0300   + 0.0142     

	
    0.5083  − 0.0121   + 0.0048     

	
    0.0641  − 0.0007   + 0.0010     

	
    0.1482  − 0.0268   + 0.0059     

	
    1.2014  − 0.0268   + 0.0112     

	
    0.9182  − 0.0055   + 0.0052     




	
TCN

	
    0.0636  − 0.0018   + 0.0023     

	
    0.1432  − 0.0027   + 0.0035     

	
    0.5308  − 0.0121   + 0.0409     

	
    0.5661  − 0.0083   + 0.0250     

	
    0.0645  − 0.0010   + 0.0009     

	
    0.1495  − 0.0057   + 0.0043     

	
    1.1538  − 0.0123   + 0.0099     

	
    0.9031  − 0.0062   + 0.0048     




	
V-Former

	
    0.0675  − 0.0054   + 0.0105     

	
     0.1651   − 0.0084   + 0.0116     

	
    0.5756  − 0.0202   + 0.0134     

	
    0.5316  − 0.0085   + 0.0071     

	
    0.0761  − 0.0050   + 0.0060     

	
    0.1672  − 0.0048   + 0.0048     

	
    1.2603  − 0.0179   + 0.0215     

	
    0.9248  − 0.0226   + 0.0319     




	
Encoder-only

	
    0.0615  − 0.0024   + 0.0022     

	
    0.1471  − 0.0079   + 0.0060     

	
    0.5315  − 0.0547   + 0.0368     

	
    0.5419  − 0.0291   + 0.0275     

	
    0.0650  − 0.0010   + 0.0010     

	
    0.1458  − 0.0058   + 0.0038     

	
    1.1785  − 0.0205   + 0.0212     

	
    0.9003  − 0.0060   + 0.0079     




	
Decoder-only

	
    0.0654  − 0.0042   + 0.0042     

	
    0.1515  − 0.0096   + 0.0047     

	
    0.5324  − 0.0258   + 0.0211     

	
    0.5183  − 0.0240   + 0.0080     

	
    0.0651  − 0.0024   + 0.0020     

	
    0.1462  − 0.0078   + 0.0044     

	
    1.1910  − 0.0255   + 0.0196     

	
    0.9045  − 0.0142   + 0.0152     




	
Informer

	
    0.0672  − 0.0034   + 0.0014     

	
    0.1559  − 0.0058   + 0.0046     

	
    0.5252  − 0.0242   + 0.0136     

	
    0.5005  − 0.0096   + 0.0311     

	
    0.0647  − 0.0106   + 0.0041     

	
    0.1562  − 0.0063   + 0.0081     

	
    1.1621  − 0.0167   + 0.0246     

	
      0.8922  − 0.0246   + 0.0310    ¯    




	
Reformer

	
    0.0729  − 0.0017   + 0.0022     

	
    0.1692  − 0.0061   + 0.0037     

	
    0.5297  − 0.0369   + 0.0401     

	
    0.5165  − 0.0306   + 0.0316     

	
    0.0725  − 0.0069   + 0.0011     

	
    0.1531  − 0.0265   + 0.0174     

	
    1.2336  − 0.0472   + 0.0654     

	
    0.9539  − 0.0553   + 0.0241     




	
G-Former

	
     0.0555  − 0.0014   + 0.0019   ¯    

	
      0.1376  − 0.0023   + 0.0045    ¯    

	
      0.4861  − 0.0050   + 0.0092    ¯    

	
      0.4850  − 0.0062   + 0.0106    ¯    

	
      0.0631  − 0.0005   + 0.0010    ¯    

	
      0.1408  − 0.0022   + 0.0017    ¯    

	
      1.1526  − 0.0102   + 0.0084    ¯    

	
   0    . 9023    − 0.0150   + 0.0064     
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Table 2. Performance table of gated transformer at different time scales. The smaller the value, the better the performance. The best results are highlighted in bold and underlined.    L  seq     is the length of the input sequence.    L  pred     is the length of the pred sequence. “/” indicates the accuracy is too low and, therefore, meaningless in the specific situation.
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     L  seq      

	
     L  pred      




	
4

	
12

	
24

	
48

	
96

	
192

	
384




	
MSE

	
MAE

	
MSE

	
MAE

	
MSE

	
MAE

	
MSE

	
MAE

	
MSE

	
MAE

	
MSE

	
MAE

	
MSE

	
MAE






	
4

	
0.0608

	
0.1460

	
0.3113

	
0.4109

	
0.6429

	
0.5987

	
0.8736

	
0.7330

	
1.2311

	
0.9496

	
/

	
/

	
/

	
/




	
12

	
0.0573

	
0.1414

	
0.1788

	
0.2570

	
0.2883

	
0.3770

	
0.4664

	
0.4626

	
0.8106

	
0.7038

	
1.1504

	
0.8942

	
/

	
/




	
24

	
0.0548

	
0.1383

	
0.1752

	
0.2466

	
0.2976

	
0.3882

	
0.4189

	
0.4236

	
0.6769

	
0.6175

	
1.0912

	
0.8466

	
/

	
/




	
48

	
0.0599

	
0.1473

	
0.1788

	
0.2576

	
0.3070

	
0.3465

	
0.3811

	
0.4142

	
0.5456

	
0.5272

	
1.0170

	
0.7934

	
/

	
/




	
96

	
0.0638

	
0.1535

	
0.1940

	
0.2756

	
0.3108

	
0.3556

	
0.4742

	
0.4574

	
0.4861

	
0.4850

	
0.8165

	
0.6669

	
1.3481

	
0.9780




	
192

	
0.0614

	
0.1518

	
0.2035

	
0.2829

	
0.3175

	
0.3625

	
0.4382

	
0.4440

	
0.5443

	
0.5071

	
0.5487

	
0.5459

	
1.0697

	
0.8089




	
384

	
0.0733

	
0.1772

	
0.2071

	
0.2898

	
0.3308

	
0.3953

	
0.4799

	
0.4670

	
0.4746

	
0.4906

	
0.5912

	
0.5689

	
0.6718

	
0.6055
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