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Abstract: A tailing storage facility (TSF) is a complex hydrotechnical structure that requires con-
tinuous monitoring to prevent catastrophic dam damage. One critical issue to control is the soil’s
characteristics, which is why many field and laboratory tests are carried out on the dam to deter-
mine the relevant soil parameters. Among these tests, down-hole seismic tests, such as SCPT, are
performed to determine, e.g., the shear wave velocity. However, accurately calculating the difference
in the times of the arrival of the wave at the two geophones is crucial to determining its value. This
article proposes a novel method for estimating this variable using the DTW (Dynamic Time Warping)
algorithm, which calculates the shift between two signals by determining their optimal match. The
article also addresses signal interference and proposes methods for clearing it to obtain more accurate
results. Furthermore, the article introduces a method for measuring the signals’ quality based on
their similarity, which helps assess whether determining the shear wave velocity is possible for a
given sample.

Keywords: dynamic time warping; down-hole seismic test; shear wave speed; signal quality
assessment; tailing storage facility; phase shift; signal processing; waves similarity

1. Introduction

In the mining industry, the storage of post-flotation waste represents one of the final
stages of the production process. This stage is of critical importance given the substantial
volume of waste generated, which typically constitutes the majority of the extracted ore.
To store the waste, tailing storage facilities (TSFs) are used, which are large, complex
hydrotechnical structures where waste is deposited through hydrotransportation. Given
the nature of tailings and the structure of reservoirs, the continuous monitoring of the
dam’s stability is required. This need for monitoring has been further highlighted by the
occurrence of numerous TSF disasters, which pose a significant threat to the environment
and human life [1,2]. The main causes of TSF failures include the instability of the dam
slope, earthquake load, overtopping, seepage, and unsuitable foundations [3,4]. Monitoring
a TSF requires numerous tests, both in the laboratory and in the field. Although most
of the tests, particularly those that are minimally invasive, do not directly provide the
sought-after information, they do yield indirect parameters that require careful analysis
and interpretation. One parameter of particular importance is the shear wave velocity (v),
which represents a fundamental soil mechanical property. Along with other measurements,
this feature can be applied to evaluate soil characteristics. The primary parameter obtained
through studying shear wave velocity is used to measure material stiffness, specifically the
dynamic elastic shear modulus, which is defined as

G = ρv2, (1)
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where ρ is the soil density [5]. This parameter holds significant importance in earthquake
ground reaction analysis because the stiffness of the material affects the way the soil reacts
to seismic vibrations and the distribution of stresses and strains in the soil. Correlating
wave velocity with measurements from other tests may provide opportunities to extend or
replace some of these tests. This dependence can be examined for, among others, the cone
penetration resistance from a CPT, the standard penetration test blow count from an SPT, as
well as the effective confining pressure and void ratio from laboratory tests [6]. The benefit
of shear wave velocity application in the case of TSF is the ability to use the parameter to
assess the seismic resistance of soil to liquefaction [7], which is one of the causes of TSF
failures. The speed of the shear wave can be determined through various tests. The two
basic tests are the cross-hole test and the down-hole test. Both of these tests are based on
the induction of a seismic shear wave that is received by a geophone placed on a probe
inserted into the soil. The main difference between these tests is the location of the source
of the wave. With the cross-hole method, the source is placed in a second borehole at the
same height as the geophone.

Due to this, it is only necessary to determine the time of arrival of the wave to the
geophone. The ratio of the constant distance between the source and the receiver and the
determined time difference enables the calculation of the wave speed. Down-hole test
results, where the source is on the surface and is received by two geophones placed at
different depths on the probe, are slightly more challenging to interpret. In this case, the
crucial task is to determine the difference in the times of the arrival of the wave at both
geophones (∆t). The constant difference between the localization of the geophones makes
it possible to indicate the wave speed at individual depths. In order to determine ∆t, it is
necessary to correlate both signals and determine the value of the shift between them. One
common method of ∆t determination is the cross-correlation method, which is described
in more detail in [8]. However, the task can be especially difficult when the signals are
noisy or have other irregularities. For this reason, it is necessary to develop an accurate
method of determining the value of the shift as well as defining the accuracy of the result
obtained. The advantages of the down-hole method over the cross-hole method are that it
is less invasive, as it involves making only one well, and it is possible by performing the
seismic cone penetration test (SCPT).

Our study introduces a novel method for determining the time delay of shear wave
arrival using Dynamic Time Warping (DTW), a signal similarity algorithm, to determine
the shear wave velocity. This method emphasizes the importance of proper signal pre-
conditioning techniques, such as noise removal, amplitude normalization, trend removal,
and the extraction of the informational fragment of the signal. Moreover, a signal quality
assessment method based on signal similarity was proposed using the DTW algorithm.
The study concludes with a presentation of results that demonstrate the accuracy of the
proposed method and the significance of signal quality assessment.

2. Investigated Object

The work was carried out as part of the SEC4TD project [9], which focused on building
an IoT platform for managing the safety of tailings dams. One of the key use cases is the
Gilów Tailings Storage Facility (TSF). The Gilów TSF, which is a man-made reservoir located
in the Lower Silesian Voivodeship of southwest Poland, was primarily used for storing
post-flotation waste generated in the nearby Lubin copper mine. The construction of this
reservoir was initiated in 1968 and completed by the late 1960s. The maximum capacity of
the reservoir was achieved in June 1980, when it reached an elevation of 177.5 m above sea
level, after receiving around 60 million cubic meters of tailings during its operational period.

The Gilów TSF (see Figure 1) was decommissioned in 1977, and the process of afforesta-
tion is currently under way. In the years 1982–1986, the area was subjected to extensive
biological reclamation works aimed at the ecological restoration of the land. Since May
1990, it has been utilized as an emergency retention reservoir for Żelazny Most [10], with
water being directed for industrial purposes through the overflow tower.
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Figure 2. An example of a signal measured using one geophone. The shadowed part is the most 
informative part. 

Figure 1. Closed Gilów TSF from a bird’s-eye view and approximate location (red point).

3. Data Preparation

The shear wave arrives first at the upper geophone and later at the lower geophone
(∆t). Due to depth deference, the amplitudes are different, and both measurements are
often noisy or contain irregularities from various origins. To utilize the DTW method for
comparing the waves recorded using two geophones, it is imperative to effectively eliminate
any irregularities and phenomena that may cause inaccurate matching. It is necessary to
avoid cases where the algorithm will try to find a relationship between incorrect values in
the signals, including noise.

The most informative fragment (the shadowed part in Figure 2) to be compared in
order to find the arrival time difference is the moment of the appearance of the greatest
amplitude to the vanishing of the signal. The remaining fragments mainly contain noise,
which is not relevant for analysis. The same wave recorded using upper and lower geo-
phones may have a different noise appearance; it has been observed that more in-depth
measurements have more noticeable noise. Furthermore, it has been observed that the noise
present in the signal prior to the arrival of the wave may exhibit a different character than it
does at the time of the wave’s appearance. Consequently, the signal decomposition method
was deemed unsuitable, and simple smoothing techniques were employed to mitigate
the noise.
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Figure 2. An example of a signal measured using one geophone. The shadowed part is the most
informative part.

Another anomaly detected in the signals is the occurrence of a trend or the signal shift
by a constant value. The wave should ideally oscillate around zero, and any trend or shift
is considered abnormal and may result in measurement errors. To address this, a linear
trend was fitted to the signal in each case and removed.

Another phenomenon that can impact signal comparison is varying amplitude values.
While they are not data errors, comparing two signals with differing amplitudes can lead to
inaccurate outcomes. Thus, the decision was made to normalize the compared wave values
with respect to their amplitudes. Additionally, extracting the most informative segment
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from the signal is a crucial step toward improving the quality of the results. Geophone
signal registration occurs over a fixed duration, including the period before wave arrival,
the moment of peak amplitude, and the damped wave signal.

Taking into account all the above factors, the following methods of preparing shear
wave data are proposed.

1. The smoothing of the s signal value in order to minimize the noise was performed
using a simple moving average in a window of 10 samples (2 ms);

SMA(i) = 0.1·[s(i− 10) + s(i− 9) + . . . + s(i)]. (2)

2. The removal of the linear trend selected using the least squares method;

ŷ(i) = as(i) + b. (3)

3. The normalization of signals recorded using both geophones s1 and s2 in terms of
amplitude;

s1 norm =
s1

d
, (4)

s2 norm =
s2

d
, (5)

where d = max(max(|s1|), max(|s2|)).
4. The isolation of the information part of the signal s.

a. The determination of the signal envelope relative to the quantiles counted
in the window of 100 samples: q0.05 is the lower envelope, and q0.95 is the
upper envelope.

b. The determination of moving average values in a window of 100 samples for
positive signal values s+ and negative signal values s−.

c. The informative value range [L, R] is determined as follows:

L =
{

min(i) : q0.95(i) > s+(i) ∧ q0.05(i) < s−(i)
}

, (6)

R =
{

max(i) : q0.95(i) > s+(i) ∧ q0.05(i) < s−(i)
}

. (7)

The most informative part starts with the appearance of the greatest amplitude and
ends with the vanishing of the signal. The starting point is the first index, where the upper
envelope is greater than the moving average from positive signal values, and the lower
envelope is lower than the moving average from negative signal values.

d. After determining the informative interval for the signal registered using the
first geophone [L1, R1] and the second one [L2, R2], both signals are limited
to one interval being their sum:

[L1, R1] ∪ [L2, R2]. (8)

The period of time used in the simple moving average method and the size of the
window used to calculate the signal envelope were experimentally chosen.

4. Methodology
4.1. DTW

Dynamic Time Warping (DTW) is a well-known method of assessing the similarity
between two signals or time series. DTW, in contrast to the simple Euclidean distance
measure, is resistant to signal shifts in time and their stretching or shortening. It gives the
opportunity to compare each pair of values of both signals in order to find the best match
with respect to the smallest distance [11].
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Assuming two signals, A of length n and B of length m are given as

A = (a1, a2, . . . , an), (9)

B = (b1, b2, . . . , bm), (10)

it is possible to compare each value of ai with bj using a chosen distance function, for
example,

δ(i, j) =
∣∣ai − bj

∣∣. (11)

The results of the above function can be presented in the form of a two-dimensional
n-by-m matrix. An example of such a comparison of two signals is shown in Figure 3,
where the distance values are marked against a color scale. The task of DTW is to indicate
the so-called warping path (W), i.e., a sequence of points, so as to minimize the distance
between the A and B values. It can be defined as

W = (w1, w2, . . . , wK), (12)

where wk corresponds to the point (i, j)k. The optimal warping path is the one for which
the sum of the distances between the values along the path is the smallest. It is also the best
match between the A and B signals. Thus, the DTW measure can be defined as follows [11]:

DTW(A, B) = min
W

{
∑p

k=1 δ(wk)
}

. (13)
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In Figure 3, the optimal warping path is marked with a red line.
The Dynamic Time Warping (DTW) method is widely used in various fields, partic-

ularly in situations where it is necessary to compare signals of varying lengths that may
contain the shifting, stretching, or shortening of individual fragments.

A particularly relevant topic is the recognition of patterns or motifs in signals [12].
The first instance in which the DTW algorithm was used was for the recognition of human
speech [13–16]. Speech recognition requires finding patterns of individual words in a
sound record, which can be uttered at different speeds by different people, which the DTW
method is resistant to. This topic is still being developed, and more and more accurate
methods using DTW in combination with other techniques are being developed. DTW
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has been combined with Mel-Frequency Cepstral Coefficients (MFCC) in several studies,
including [17,18], to effectively recognize patterns in human speech signals. In [19], a
solution is proposed that combines DTW with a Support Vector Machine, while in [20,21],
DTW is combined with a Hidden Markov Model. In addition to recognizing human
speech, it is also possible to apply DTW to recognize environmental sounds [22], such
as bird calls [23]. Some other applications of DTW for pattern recognition include the
recognition of gestures from inertial data [24–26], sign language [27], human movement
from movies [28–30], as well as applications in medicine, such as the classification of heart
sounds [31,32] or ECG arrhythmias [33,34]. In the case of machines, DTW can be used in the
context of diagnostics of, for example, motor drives [35] or location from inertial data [36],
as well as data reduction generated in autonomous driving systems [37]. The DTW method
can also be extended to more dimensions. Two methods, dependent and independent ones,
are used for this, which give different results, and the choice is not obvious [38]. Pattern
recognition can also be used as a means to find the offset of one signal relative to another,
as presented in this paper.

4.2. Signal Quality Assessment

Despite the adequate preconditioning of signals, it has been found that some of them
are still of a poor quality, which makes it impossible to determine the difference in the
wave arrival times or makes the results less reliable. Poor-quality signals have high-level
signal noise, a lack of a characteristic maximum amplitude, as well as other qualities that
make one of the waves not similar to the other from the same sample. For this reason, it
was decided to test the quality based on the similarity of the waves recorded using both
geophones. Both signals are expected to have similar shapes, but differ in their timing.
Significant deviations in the waveform shape could indicate the presence of disturbances,
which may compromise the ability to compare the signals and ascertain differences in the
wave arrival times. The similarity between the signals was measured using the Dynamic
Time Warping (DTW) distance measure, where a greater similarity indicates the better
quality and higher accuracy of the final result. To standardize the DTW measure across
signals of varying lengths, the distance value was divided by the measurement length N.
Additionally, in order to normalize the measures of all the results, the value was divided
by the maximum value occurring in all the analyzed cases (M). Considering the above, the
following measure of the quality of signals is proposed in relation to their similarity:

Q = 1−
(

DTW(s1, s2)

N
· 1

M

)
. (14)

An example of the determined Q quality values for the left shear wave and right shear
wave depending on their depth is presented in Figure 4. The quality is also illustrated
with the proposed color scale, which is used in the next part to compare the results of the
estimated wave speed with the quality of the signals.
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4.3. Determination of the Wave Speed

The speed of the wave relative to the height can be determined based on the difference
in the arrival times of the wave at both geophones (∆t). In practice, it means finding the
shift value between two waves in the time domain. The DTW method is mainly used to
determine the similarity between signals, and it also plays this role in the analysis of signal
quality discussed in the Section 4.2. However, the assumption of the method of matching
signals with the possibility of shifts in time also makes it achievable to determine the value
of this shift for each signal value. Ideally, this shift should be constant for each value. In
practice, however, the signals will never be identical, and the DTW algorithm will try to
match them as much as possible using different shift values. Therefore, it is necessary to
establish a standard for determining the primary shift, and it seems most intuitive to use
the median value, which is the most frequently occurring value. It was assumed that s1 is
the shear wave recorded using the first geophone and s2 is the shear wave recorded using
the second geophone, where the distance from the wave source to the first geophone is
greater than the distance to the second one. Using the DTW algorithm, the optimal match
of s1 to s2 was determined, obtaining a path (X, Y), where X is a vector of index numbers
for the signal s1, and Y is a vector of index numbers for s2. Thus, the shifts between the
values of the signals (in the case of optimal matching) are equal:

D = X− Y, (15)

This vector, based on the assumption about the distance of the geophones from the
wave source, should take positive values (the signal will reach the first geophone later).
However, due to real, non-ideal conditions, negative values may also appear in the result,
which are certainly not related to the real difference in the arrival times of the wave. For
this reason, it was decided to exclude them from the analysis:

D+ =

{
D, if D > 0
0, if D ≤ 0

. (16)

The main signal shift was determined by the median Q2(D+). Knowing that the
measurements are made with a frequency of 0.2 ms, it can be defined as

∆t = Q2(D+) · 0.2 · 10−3[s]. (17)

The distance d between the geophones is fixed (0.5 or 1 m depending on SCPT cone
model); therefore, the speed of the wave can be determined by

v =
d
∆t

. (18)

An example of a shear wave recorded using both geophones is shown in Figure 5a. The
signals, in this case, are of a good quality; Q = 0.83. The result of shifting the wave recorded
using the second geophone by the ∆t value determined by employing the proposed method
is shown in Figure 5b. There is a clear coincidence of both waves, which means that the
shift value was correctly determined.
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5. Results

The proposed method of determining the wave speed was tested on real measurements
from three SCPT tests carried out on the tailing storage facility dam. Each of the tests was
carried out at a depth of about 50 m, and down-hole measurements were performed every
1 m by generating a wave from the left and right sides. This resulted in a total of almost
300 recorded signals (each using two geophones). Cross-hole tests were carried out at
the same measurement points, which provide reliable information about the wave speed
(later referred to as “real” information). These measurements were used as reference values
to assess the accuracy of the estimated results of the DTW-based method. Each of the
waves was also assessed in terms of signal quality according to the method of examining
the similarity of signals using DTW. Figure 6 shows the results obtained for three tests
(Figure 6a–c). The estimated wave speed is presented in relation to the measurement depth
and compared with the actual value. In addition, the quality (Q) is marked in color, where
red means a signal quality close to 0 and green means a signal quality close to 1. It can
be seen that the estimated values are close to the real ones, but they do not fully coincide.
There are also some large deviations that usually correlate with a poor signal quality. The
worst results were obtained for measurement no. three, which is the left wave.
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The obtained wave speed estimation results were also compared using the RMSE
measure, where the cross-hole test result was taken as the actual value (Table 1). The
value was determined each time for all the waves and after rejecting those of a low quality
(Q > 0.5 and Q > 0.7). Assuming that the quality threshold is set to be greater than
0.5, approximately 9% of the measurements are excluded on average. Raising the quality
threshold to be greater than 0.7 results in the rejection of approximately 25% of signals from
the analysis. However, it can be seen that the introduction of these restrictions increases
the accuracy of the results. After the introduction of the first quality constraint, the RMSE
was lower by an average of 37%. Increasing the constraint to Q > 0.7 no longer improves
the accuracy of the result as much, so it may be unnecessary.
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Table 1. Comparison of RMSE values for individual tests.

No. Side All Q>0.5 Q>0.7

1
left 64.52 (100%) 58.29 (92%) 59.90 (73%)

right 102.74 (100%) 50.80 (90%) 47.63 (83%)

2
left 117.69 (100%) 46.42 (82%) 42.21 (64%)

right 75.22 (100%) 69.66 (86%) 63.04 (64%)

3
left 253.94 (100%) 131.80 (95%) 124.30 (77%)

right 79.05 (100%) 79.05 (100%) 78.30 (89%)

Average 115.53 (100%) 72.67 (91%) 69.23 (75%)

The results show that, in addition to using a good method for determining the differ-
ence in the time of arrival of the wave, it is also very important to evaluate the quality of the
measurements in order to avoid erroneous results. Furthermore, having two measurements
(left shear wave and right shear wave) and a quality assessment means that the result of a
higher-quality measurement can be taken as the final value of the estimated speed.

As mentioned in the Introduction, a common way of finding ∆t is using the cross-
correlation method. The disadvantage is that the precision is limited by the signal resolution.
Moreover, in more difficult cases, i.e., measurements close to the surface or the deepest ones,
the cross-correlation method gave unrealistic results because the shear wave speed was too
high [8]. Both methods were tested on the same dataset. The advantages of using the DTW
method are its efficacy (i.e., more realistic results in difficult cases) and the precision of the
shear wave speed.

6. Discussion

The results show that the determination of the difference in the times of arrival of
a wave at two geophones during a down-hole test is possible using the DTW method.
However, the proper preconditioning of seismic signals is necessary before attempting to
match them. For this reason, a comprehensive data preparation procedure is proposed
that includes noise and trend removal, amplitude normalization, and the extraction of
the informative part of the signal. Such data cleaning allows more accurate results to
be obtained. Despite the appropriate preparation of signals, some of them still exhibit
a low quality, which renders further analysis unfeasible. It is suggested that the signals’
quality should be evaluated based on their similarity. Only highly similar signals can
enable the precise determination of wave arrival time differences. Due to the possible shifts,
extensions, or contractions in the signals, the DTW algorithm is used in this regard.

The proposed methods were tested on real data, and the estimated speed values were
compared with the speed determined from the cross-hole test, which served as reference
data. The results showed a large influence of signal quality on the accuracy of the results.
Removing about 9% of very low-quality data reduced the RMSE by an average of 37%. The
proposed method of determining the signal quality may also allow researchers to select a
more precise result obtained from left and right shear wave measurements, as well as the
ability to repeat the test in the same place.
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